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ABSTRACT

Solar energy is becoming one of the primary sourcemnefgy replacing fossil
fuels due to its abundance. Its versatility, abundam environmental friendly have
made it one of the most promising renewable sources ofjgn®olar cells convert this
solar energy into Electrical Energy used to driveiotes appliances. The effort to
improve the efficiency of these cells and the reduactib their costs has been a major
concern for a long time. Modeling of various structuresadér cells provides an insight
into the physics involved in its operation and better undeding of the ways to improve

their efficiency.

In this work a three dimensional Drift Diffusion Modeds been developed and
has been used to simulate Silicon Solar cells. This mosdelves the self consistent
solution of the Poisson and Continuity Equations. A picos solar cell has been
simulated to test the working of the code. Later a pw#pand n+-p-p+ structure of
various lengths has been simulated to understand the plogiasd the operation of a
realistic silicon solar cell. Recombination mechanismsch play a crucial role in the
determination of the cell efficiency such as RadiatiRecombination, SHR

recombination, Auger Recombination have been included iodte.

Light does not enter through all the regions of the @egince the top metal
contact has some reflectivity and thus prevents th# tig enter the device called the
Shadowing effect. Thus Shadowing effect tends to reducefticeency of the solar cell
as the effective number of electron hole pairs geedratithin the device has been

reduced and this is observed during simulation. The surfacebétation effect has also



been included for the surface of the window through whidht lenters the device and

this also tends to reduce the efficiency.

Finally the efficiency variation with the variation the length of the device has
been simulated. Theoretically the efficiency increasdtially with the increase in the
base length since the capture of higher wavelength photolmsver energy photons is
possible thus increasing the efficiency but with incredtes a certain length a decrease
in the efficiency takes place due to the increasearrdhio of the length of the device to
the diffusion length. In this work the increase in #féciency with length has been
simulated but the length could not be increased a lobserve the decrease in efficiency

due to limitation of simulation time.
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Chapter 1

INTRODUCTION

ALTERNATIVE SOURCES OF ENERGY

Sun provides enormous amounts of energy powering oceam&spheric
currents, and cycle of evaporation and drives river flourricanes and tornadoes that
destroy natural landscape. The San Francisco earthqual®06f with magnitude 7.8,
released an estimated'iQoules of energy which sun delivers in one secondthEar
resource of oil mounts up to 3 trillion barrels containingx10? joules of energy that
the sun supplies in 1.5 days. Humans annually use about0®°goules annually which
sun supplies in one hour. The sun continuously supplies abPut0f® terawatts of
energy which is very much greater than any other rabh&aor non renewable sources of
energy can provide. This energy is much greater thareriegy required by human
beings which is about 13 terawatts. By covering 0.16% dhBdand with 10% efficient
solar cells would provide 20 Terawatts of energy aboutetwf fossil fuel consumption

of the world including numerous nuclear fission reactofs [1

Solar energy is in abundance but only a little is usedirectly power human
activities. About 80%-85% of our total energy comes frossifdfuels. These resources
are non renewable, fast depleting, produce greenhouse gade®tleer harmful
environmental pollutants [2]. Threat to climate is ong¢hgf main concerns in adopting
any resource as a primary source of energy. Fossil engtsa large volume of green
house gas like COinto the atmosphere and disturb the ecological balafitese

emissions have been increasing due to overutilizationeds to meet the ever expanding
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needs of human society. The solutions for this probém to use fossil fuels in
conjunction with carbon sequestration, nuclear power amldr spower. Carbon
sequestration is an extremely difficult method sinta&g@e volume of space is required to
store the emitted green house gases and its maintersaaceeiy crucial issue. Nuclear
power seems to be a good option but the feasibilitgepfioying several thousands of
1Gegawatt power plants all over the world to meet theefi®Watt demand of the society
is skeptical. The Uranium resource for these power plantearth also gets exhausted in
this process in about 10 years after which the processisgaoivater has to be adopted
which is also exhaustible and difficult. On the othemchahifting the focus on renewable
sources of energy is the ideal choice and solar powsr figr the most prominent energy

source owing to its versatility, inexhaustible and environaldnendly features [1].
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The exhaustible nature of fossil fuels has also pushed ughetadoption of
renewable sources of energy as the future. Figl.1 shewsdahof the annual production
of oil Vs year with a 2% annual growth and decline réfe.observe that these estimates
show a very steep decline of this resource after the 2@k thus demanding the need
for an alternative source of energy [3]. The burgeonaigrsell market is maturing to
become a very profitable investment to industries reguiti an annual growth of 41% in

the last five years [4].
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High costs and conversion efficiency have been the riagttlenecks in the
potential of solar power becoming a primary source ofggnédowadays major research
done with the motive of improving the efficiency of thesdls has brought this dream
closer to reality. New methods of harnessing thedpdéictrum of the sun’s wavelength,
mutlijunction solar cells (homojunctions and heterojiumg), and new materials for

making solar cells are paving way for solar power to bestherging power resource for

the world at large.
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Figure 1.3 Best Research Cell Efficiencies [5].

Solar cells are categorized into three generationsdbasethe order of their

prominence. Research is being conducted on all the geeerations concurrently to
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improve their efficiencies while the first generat®wlar cells comprise the major share

of commercial production about 89.7% in 2007 [6].

Large area, high quality and single junction devices foren‘inst generation’
solar cells. Reduction in production costs of this tetdgyis nullified owing to high
energy and labor costs, material costs mostlyHersilicon wafer, strengthened low-iron
glass cover sheet and costs of other encapsulants. tidnd is continuing as the
photovoltaic industry is expanding. Although it has a big@ettral absorption range, the
high energy photons at the blue and violent end of thetrgme is wasted as heat [7].
Producing solar cells using high-efficiency processing se@semdath high energy
conversion efficiency are thus favored provided they doim@ease the complexity of
the solar cell. Theoretical limit on efficiency fsingle junction silicon solar cells i.e.

33% and this is also being reached very rapidly.

Best Research-Cell Efficiencies
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Figure 1.4 First Generation Solar Cell Efficiencies [7].

To address these problems of energy requirements and pordoasits of solar
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cells a switch from ‘first generation’ to ‘second gext®n’ of thin-film cell technology
has been imminent. By eliminating the silicon wafenajor reduction in material costs
have been possible in the thin-film technology. They diswe an advantage of
increasing the unit size from silicon (~100%nto glass plate (~1fh Over time the
second generation solar cells are expected to bridggap between them and the first
generation cells with respect to energy conversioitieficy. With the increase in
dominance of this technology the costs of the constitometerials also goes up for top

cover and other encapsulants to give it a longer life [8]

The materials generally used in this thin film technology @dmium telluride,
copper indium gallium arsenide, amorphous silicon andamorphous silicon. These
materials reduce mass and therefore cost by forming atdsstior supporting glass and
ceramics. Not only do they reduce costs but also prongse high energy conversion
efficiency. A trend towards shifting to second generatiomffirst generation is showing
up but the commercialization of this technology has prdeebe difficult [8]. Fortunately
with the development of new materials over the comingades the future of thin-film

technology seems to be promising [6].

Research for improving solar cell performance by enhantsngfficiency and
pushing it closer to the thermodynamic limits has led ® development of third
generation solar cells [8]. To improve upon the poortetad performance of the thin-
film technology by maintaining low production costs thishi@logy includes among

others, non semiconductor technologies (including polymsedaells and biometrics)

[9].
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The devices comprising the third generation solar cells curantum dot

technologies, tandem/multi junction cells, hot-cargefls, up conversion technologies

and solar thermal technologies like thermophotonics.
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Figure 1.6 Third Generation Solar Cell Efficiencies [7].
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1. ULTIMATE LIMITS IN EFFICIENCY

The steady evolutionary progress of the PV industmhasresult of increase in
automation of production of thin film solar cells with rieased efficiency and lower
costs. The need for revolutionizing breakthroughs in thene\stry is sometimes halted
by the advancements in the PV materials and manufagtuechnology leading to
improvements in the cost competitiveness and the exparddi the PV market. By
shattering the old limits of efficiency and cost by bmggiabout innovations by
exploiting new understanding of physics and material sciauitddecome a fast paced

revolution [4]

100
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Figure 1.7 Narrowing gap between Existing and Theoreticafi®&encies [4].

The maximum theoretical limit for a single junctisaolar cell without sunlight
(one sun) is about 31% established by the Schokley-Quidisst. Under the highest

possible amount of sunlight i.e. 50,000 suns a single juncalar cell can have a
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maximum efficiency of about 41%. This efficiency value canimcreased by using

multi-junction solar cells by capturing more of theasapectrum.

The true limit of efficiency is the thermodynamic ltnof 68% for PV with one
sun concentration and is about 87% for maximum solacergration. Research and
development in the PV industry are developing technoldgpsed on concepts such as
multiple exciton generation, optical frequency shiftingiltrenergy level and hot carrier
devices. Carbon nanotubes, organic materials and otmafatmication technologies

enable these concepts in practice [4]

Approximate Theoretic al Approxi mate Be st Experi mental
Limit E ffici ency Parformance to Date

Thermodynamic (concentrator) 87 % n/a

Thermodynamic (1 sun) | 68% | n/a

S -junction | 58% | n/fa

Hot carrier 54% n'a

Triple-junction concentrator | 64% | 44% | llI-V alloys, monolithic s tack

Triple-junction (1sun) | 49% | 15% | Thin-film amerphous silic on
alloys

Double-junction concentrator | 56% | 30% | -V alloys, mo nolithic s tack

Double-junction (1 sun) | 43% | 12% | Thin-film amorphous silic on
alloys

Shockley-Queisse r single-junction | 41% | 30% | Crystalline silicon (500 suns)
(46,200 suns)

Shockley-Queisser | 31% | 24% | Crystallinesilicon
single-junction (1 sun) 20% | Thin multcrys talline silicon
12% | Dye-sensitized cell

6% | Organiccell

Figure 1.8 Data showing potential magnitude of future improveniepisrformance across

device configurations [4].
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V. WORKING OF A SOLAR CELL

e g

O Yo Light” ehp)
|7 P% "f. “Dark” ehp) n —‘
<L A

Pn

Figure 1.9 Working of a pn diode solar cell [10].

When light shines on a pn diode it generated electrambails across the whole
device. If the device is open circuited, the electroe Ipalirs generated near the depletion
region tend to recombine with the charge in the depletaion, thus reducing the
depletion region charge and eventually reducing the depletigion. The reduction in
depletion region is equivalent of applying a forward Ibaaghe device i.e. this reduction
in depletion region tends to develop a potential adtusopen terminals of the device.

The maximum voltage that can be developed is the maxifounard drop across the
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device which theoretically is possible with the completimination of the depletion
region. This maximum voltage that can be developed athesspen circuited device is
called the open circuit voltage represented by the pointFly 1.9. If the device is short
circuited, the generated holes and electrons produce aentworresponding to the
incoming photons. This current is called the short dircuirent represented by the point
A in Fig 1.9. When the pn device is used to drive an eatdoad say ‘R’ the region of
operation is somewhere in between these two points.r&&son being a current | flow
through the device which creates a drop across thearearsd the direction of the current
is such that the device comes into forward bias comdi#s there is some drop across
the load and the device the maximum output voltage isqual@o open circuit voltage.
The forward bias conducts the device in the direction siggto the current generated by
the photons called the dark current. The presence ofatthecdrrent does not allow the
device to operate at short circuit current. Thus the dewperates in the fourth quadrant
where the voltage is positive but the current is negatigk&ing the power negative i.e.

the device generates power using light as source.

scT A B

Figure 1.10 Current Voltage characteristics of solar[t6l.
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V. SOLAR CELL MODELLING HISTORY

The photovoltaic community has demonstrated and proposedeavariety of
solar cell structures using a wide range of photovolsamiconductor materials.
Numerical modeling has proved to be a valuable tool in nstaleding the operation of
these devices. There are several numerical solasicallation programs in use. The first
solar cell program was developed by Mark S. Lundstrom aopais PhD Thesis [11].
Other programs developed at Purdue University at later timelside Thin-Film
Semiconductor Simulation Program (TFSSP) [12], Solal 8e&lysis Program in 1
Dimension (SCAPID), Solar Cell Analysis Program irDimension (SCAP2D) [13],
PUPHS, and PUPHS2D [14]. These have been used to modeitzemnof solar cells -
thin-film Si:H, CdS/CIS, CdS/CdTe, Si, Ge, & GaAs cefisone spatial dimension and

high efficiency Si and GaAs solar cells in two-dimensio

One-dimensional simulations are usually adequate fowerdimnal geometry
solar cells, especially at low solar intensities amdsemiconductor materials that are not
well characterized. At high intensities, 2D effects datome important even in
conventional geometry solar cells and many high eficyecell designs require 2D
simulations or even 3D simulations. The interdigitatedkbcontact solar cell is an
example of a 2D geometry and the point contact sekiiscan example of an inherently

3D geometry.

While the basic approach to modeling any of these deviessentially the same,

special purpose codes have typically been developed fdr material. This usually
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makes modification tedious since many different codest rhasupdated and tested.
ADEPT (A Device Emulation Program and Toolbox) has #&reloped to address this
problem by unifying the common components of all theskes@[12], [15]]. In addition,
ADEPT was being developed to be a tool to examine noveérialst and device

structures.

Today, there are numerous solar cell programs developessbgrchers from all
over the world and there are also commercial simulatamls that can do solar cells
modeling. Among those the best programs are probably Sit&t@nd Crosslight [17],
even though Synopsis has announced that it also has solae cell simulation
capabilities [18]. In SILVACO, TFT is an advanced deviceht®logy simulator
equipped with the physical models and specialized numeechhiques required to
simulate amorphous or polysilicon devices including thim transistors. Specialized
applications include the large area display electraucé as Flat Panel Displays (FPDs)
and solar cells. In Crosslight, APSYS, Advanced PlaysiModels of Semiconductor
Devices, is based on 2D/3D finite element analysis eftatal, optical and thermal
properties of compound and silicon semiconductor devicesh&sigphas been placed on
band structure engineering and quantum mechanical effechssion of various optical
modules also makes this simulation package attractive afiplications involving
photosensitive or light emitting devices and solar c€lts. Si rear-contacted cells (RCC)
with textured front surface, RT techniques are utilizedddmpute the enhanced optic
absorption. Conversion efficiency could be improvedhwatbout 20.7% percent for

certain textured devices and good agreement with the exgetal can be obtained.
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Other Si cells, like passivated emitter, rear totallffuded (PERT), and passivated
emitter, rear locally diffused (PERL) cells can digsomodeled with APSYS. While EDA
giant Synopsys Inc hasn’t formally announced its soldrsiglulation technology, the
company discussed the capabilities of its Sentaurus tegyat applied to solar cell

design during the Semicon West tradeshow held in July, 2008.

VI. PURPOSE AND CONTENT OF THIS THESIS

The purpose of this M.S. Thesis was to develop an in-h8Dsdrift-diffusion
solar cell code that includes shadowing effects and eutiiis code in the simulation of a
prototypical Si solar cell. The existence of an in-hdoséhas the advantage that we can
do modifications of the tool to include effects not @®d in the above-described
commercial simulation modules. Other purpose of thitisom serve as a test-bed for the
development of a Monte Carlo simulator for modelingasaklls that also includes the

degradation in the solar cell efficiency due to latticating.

The thesis is organized as follows: In Chapter 2 we desdn details the
theoretical model implemented in the simulator andntinmerical methods used for the
solution of the 3D Poisson and the 3D electron and ¢ariéinuity equations. In Chapter
3 the results of the structures simulated have beenmpeelseThe I-V plots, Carrier
density distributions, Potential profiles, Electric fighlofiles, effect of Shadowing,
efficiency variation with the length of the device hasmpresented. In the final Chapter

i.e. Chapter 4 the summary and future work haven beesdstat



Chapter 2

DRIFT DIFFUSION MODELING

DRIFT DIFFUSION MODEL

The semi classical transport of charges can be explasiag BTE (Boltzmann
Transport equation). However, the direct analyticdutsmn of the BTE is difficult
combined with the field solvers for device simulation. rEti@re the predominant model
providing solutions for the Drift Diffusion equations is geally used for traditional
semiconductor device modeling. In this model the electriddi@ind spatial gradient of
the carrier density is localized i.e. the current giagticular point only depends on the

instantaneous electric field and concentration gradiecariers at that point.

The drift diffusion equations can be obtained by solving th& BBoltzmann
Transport equation) by solving for the moments of this egunakor steady-state and 1D
geometry, the use of relaxation time approximationterBTE results in

eE of of _f,—f(v,x)
-ty —== "7
m* ov ov T

(2.1)

The assumption of parabolic bands has been consideredinipicity. The

current density is defined as,

um:ﬁwmmm (2.2)
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Here, the integral on the right —hand side represemtsfitst moment of the
distribution function. By multiplying eq. (2.1) byon both sides and integrating over

we can relate it to the definition of the current. thies obtain,

%Uv%mpjwoAmmJ:—%gg (2.3)

Since the equilibrium distribution function is symmetio/, the first integral

goes to zero. Therefore, we have
eE ¢ of d

J(X) = -er| — [v—dv—— | V* f (v, X)dv 2.4

() [m*jav dxj()} (2.4)

Integrating the above equation by parts we get,

vﬂ av =[vf (v,X)]", —J. f (v, x)dv =—-n(x) (2.5)
ov

The above equation can be written as,

pﬁmmm:mmw> (2.6)

Here, <v2>represents the average of the square of the weldgyt introducing
mobility 4 =er/m* and assuming that most of the average carrierggn@hat is
proportional to<v2> ) is due to the random thermal motion of the easrive can replace

this term with its equilibrium value i.&k,T/m i 1D case an®k,T/m for 3D. By

introducing the Diffusion coefficient D we obtaimet drift diffusion equations as,
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3, = ()4, E(x) + gD, I
dx

d
3y = POOH,E() ~aD, 27

Even though no assumptions were made for the non-equihbdistribution
function f(v,x)the choice of the thermal velocity signifies thae-drift diffusion

equations are only valid for small perturbatiormirthe equilibrium state (low fields).

Numerical schemes involving solution of the conitiypequations follow the rules
that the total charge inside the device as welthescharge leaving and entering the
device must be considered. Carrier density locdlimea place has to be positive i.e.
negative density is unphysical. Also, no spurispice oscillations have to be introduced
i.e. monotonicity of the solution has to be mainai [19]. The complete drift-diffusion
model, which includes the Poisson Equation andcth@inuity equations for electrons

and holes is given below:

. SCHARFETTER GUMMEL DISCRETIZATION OF CONTINUITY EQUATION

A. Discretization of the Continuity Equation

Generally, conservative schemes are achieved bydigsion of the

computational domain into boxes surrounding thehmmsints. Currents are defined on
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the boundaries of these elements, thus enforcing cotiserv&onsider the 1D electron

current continuity equation under steady state equations
1
-0J,=6G (2.8)
€

which by using half-point difference expansion based ercémtered difference scheme,

gives:
E(Jiﬂlz _'Ji—1/2) =G, (2.9)
€ A
where,
n — n n dn
'Ji+1/2 - en/'li+1/2Ei+1/2 + eDi+1/2 & (2-10)

n n
@+ NUi12 B — Jis

: : (2.11)
dX Di+1/2 eDi+1/2
@_ N2 Eins — Iz (2.12)
ax Vt eDirluz

We make use of the following,
dn_dnd¥ _dnW¥,-Y¥ (2.13)

dx d¥ dx d¥ A

to get,



dn _n A Il

dw Vt e(LPHl _Lpi) Dirlrllz

Using Laplace transform and the conditions,
nw)=n nW,)=n,
We get,
n(¥) =n[1-g(¥)]+n,,9(¥)

w-y,
Vl —
where, g(¥) = ‘1—1

i1~
e " -1

Therefore,

n
— eDi+1/2

W, -y W
\]_fl = n.+BL—nB'—
i+1/2 A [Il ( vV ) i ( vV

t

In the above equatioB(x) is Bernoulli functionB(x) =
e —

Similarly,

t

-1

eD" Y-y W
,Jn_ - i-1/2 n-B i i-1 -n._ B i
i-1/2 A [ i ( V ) i-1 ( V

B Lpi+l

t

-y

t

)]

)]
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(2.14)

(2.15)

(2.16)

(2.17)

(2.18)

(2.19)
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The equations (2.18) and (2.19) represent the discretizattitve current density
expressions that can be used to calculate the totalntumethe device. Thus, the

discretized form of continuity equations for electrond &oles respectively is,

Dl o Wu =¥ Dl o Wi~ Wi Dl ¥~ Wi
I I I I.-]_+ — nl I B I I + 1+ B I |+
Az ( Vt ) i+1 [ Az ( Vt ) Az ( Vt )] (2 20)
D Y_ -¥ _ |
+ ;/2 B( lV )ni—l =G
t
Dfys o, W — Yo DP Y -y DP Y -y
i B i i-1 - —-n i-1/2 B i-1 iy 4+ i+1/2 B i+1 i
2 ( v )P4 IO.[Az ( v ) % ( v )] o1
Dig W -, .
+ A21/2 B( V. Y)pa =G

t

Scharfetter-Gummel scheme leads to positive definitiagrices eliminating the
occurrence of complex Eigen valued coefficient masridderefore the SOR (Successive
over relaxation method) can be used as a numericapuwation method. Linear
interpolation schemes can be used in determining thepbmt values for the diffusion

coefficient and carrier mobility,

D; + D, _ Mt
Di1z :Tl Hia)o _Tl (2.22)

Bernoulli function can be defined in the following way,
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B(x)={ 2 (2.23)

where, x, throughx, depend upon the computer [20].

B. Numerical Solution of Continuity equation using Bi-Conjugate gradient stabilized

method

Conjugate gradient methods are very effective to savgel system of linear

equations. The equations of the type,

Ax=b (2.24)

where x is an unknown vectorp is a known vector andA is a known square,
symmetric, positive definite matrix ( or positive indefie matrix). Many numerical
systems involving finite difference and finite elementhmneés adopt this method to solve
set of partial difference equations. These methods anergey used with sparse
matrices. Dense matrices are very hard to solve &g ltave to be factorized which
would take the same time as to solve it iterativelytdtang requires a lot of memory
and it is much slower than the iterative methods.tlBy use of sparse matrices the

efficiency and the memory utilization of the numerigathods improves [21].
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This algorithm is used for a function afvariables for finding its local minimum
under the assumption that the gradient of the functem lme computed. Conjugate
directions is used instead of local gradient for goingrdull unlike steepest decent
method and if the vicinity of the minimum is in theapk of a long narrow valley
convergence is achieved much faster than the steepest dezthod. It is the oldest and

best known non stationary method for solving positivenitefsystems effectively.

Vector sequences of iterations which are successiveodpmtions to the
solution are generated, residues corresponding to thexsdidhs are computed and
directions used in updating these residues and iteratiensearched for. The memory
utilized by this algorithm is less since only a small nunidfesequences are required to
be stored although the length of these vectors is langeder to compute update scalars
that are defined to make the sequences satisfy certamgortality conditions two inner
products are performed for every iteration in this metibese conditions imply that the

distance to the true solution is minimized on a pasitigfinitive linear system.

The search direction vectg is found by updating the iterates’ in every

iteration by a multiplen; ,

@ = 5D +a p® (2.25)

The residualg @ =b- Ax" are updated as,

p@ =D —aiq‘” (2.26)



23

where,
q® = Ap® (2.27)

r (-7 r (-0

.. . iy = i .
———— minimizes r® A™r® over all possible
p(') Ap(')

The proper choice otr ie. a, =

choices ofa . The residuals used in updating the search vectors are,

p® =r® + g _ pli (2.28)
where,
B r(i)Tr(i)
ey (.29

This choice of3 is done to ensure that and Ap‘™ i.e. the residuals® and r(™

; T . : T
are orthogonal. It also makeg” and r" orthogonal to all previousAp'” and r

respectively. This algorithm is not preconditioned. The@nditioned form of Conjugate
gradient method is done by using a preconditioner M (wkles 1 it is without

preconditioning). Thus, the pseudocode for preconditionedigatg gradient method is,

Computer @ =b- Ax® for some initial guess® . For every value ofi we

g g o .
solve forMz'™ =r®® and we have,_, =r"™ z™ | The value ofp® is,

p® = 2O (Ifi =1) else p’ =z + B p'® where,
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ﬁi_l - pi—l
pi—2

The values off” ,a,, x" andr® are updated till convergence is reached.

(M) — A
g’ =Ap
- P
i ()" ()
P q
x0 = x0D 4 g pO r =09 g g®

Conjugate gradient method has one matrix vector produatinier products and

three vector updates per iteration. This makes it compogdiyovery attractive [22].

The residual vectors for non symmetric systems cannotdme orthogonal and
therefore conjugate gradient method cannot be used to solvk systems. The
orthogonality of the residues can be maintained by uking sequences as per the
generalized minimal residual method but at the cost tobfostorage space. Another
approach can be followed by using two mutually orthogonal segseinstead of the
orthogonal sequences of residuals called the Bi conjugatient Method (BCG).The

update sequences of the two residuals are,

r® = pGD -a, Ap(i) 0 = -1 -a, AT p~(i) (2.30)

and the two search direction vectors are,
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p® =D 4+ 3 pi p @ =rM+g p P (2.31)

The choices are,

~(-DT . (i-D) ~i)" ()
r r rr
&= b= (2.32)
p (1) Ap(') r (i-1) r(' )
ensuring orthogonality relations,
rOT @ = p=O" Ap) = (2.33)

Thus we observe that updates for the residuals in conjugadegr method are
augmented in the bi-conjugate gradient method by the nedatii@t are similar but based

on A" instead ofA [22].

The algorithm for BCG method is, (i# j)

Computer @ =b- Ax® for some initial guess® . Chooser ™ (for example

r @ =r©@). For every value of we solve forMz'™ =r®™® andM Tz = we
o _ _

also havep,_, =z r ™ _If p_ =0 then the method fails. The value @f’ and

p™® are,
p® = 209 p~0 = 7709 (i =1)

else pW =20+ 3 pi™ p W =z(P+3 p ™  where,
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ﬁi—l - loi—l
pi—2

The values of®,q™, a,, x¥, r® and r™® are updated till convergence is

reached as,
qm — Ap“) q~<i) = AT p~<i)
a = Pia
: p(i)Tq(i)

X = x4 4 g p
r(') e r(i_l) _alq(l) r"’(i) e r"’(i_l) _aiq"“(i)

The above algorithm when used for positive definite symmstatrices gives the
same result as the conjugate gradient stabilized methaat twice the cost per iteration.
For non symmetric matrices this method is more or f@sslar to the generalized

minimal residue method although a significant reductiother norm of the residual is

observed.

To avoid the irregular pattern in the convergence ef tbnjugate gradient

squared method the Bi-conjugate gradient stabilized methodlexsdoped. Instead of
computing the conjugate gradient squared method sequen&é (A)r®, BCGSTAB
usesi — Q (AP (Ar® where Q is ani"degree polynomial describing the steepest

decent update. This algorithm requires two-matrix vectoduywets, four inner products
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which is two more than the conjugate gradient squared methdatie bi-conjugate

gradient method. The algorithm is [22],

Computer @ =b-Ax? for some initial guess® . Chooser @ (for example

r @ =r©). For every value ofi we calculatep_, =r"r® If p_ =0 then the

method fails. The value op® is,

p(i) - r(i—l) (lfl :1) else p(i) - r(i—l) +ﬁi_l(p(i—l) _a)I_lV(i—l)) Where,
A
B, =Ly Gy
P, W,

We solve foMp™ = p®. The values ofr, and sare given by,

Ioi—l
r "’Tv(')

a =

S e r(i_l) _alv(l)

We check norm of; if small enough: se® =x"™ +a,p~ and stop. We then solve

forMs™ =s. We update, aw, x® andr® till convergence is achieved,

t=As"
_t's
YT

X =xtD+a p +ws
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r =s-awt

1. POISSON EQUATION SOLVER

A. Discretization of the 3D Poisson Equation

The potential variation in a semiconductor device can berméed by solving

the Poisson equation,

OEd¢g)=p=q(n-p+N, —N;) (2.24)

where ¢ is the dielectric constant of the corresponding isenductor, v is the

electrostatic potentiah is the total charge densitg,is the elementary charge, is the

electron concentratiorp represents the hole concentratidw, is the ionized acceptor

concentration and\ | is the ionized donor concentration.

The electron and hole densities at thermal equilibrifor non degenerate

materials is given by,

Er-E (Ei_EF

n=ne ' p=pe ' (2.25)

where nand prepresent the electron and hole concentration respsgtin; is the
intrinsic carrier concentratiorg is the Fermi Energy level arifl the intrinsic energy
level. TakingEgr =0 i.e. the Fermi energy level being the reference rapdesenting

Energy in terms of potential i.d&5, = -q we get,
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n=ne’ p=pe”’ (2.26)

Here ¢ represents the potential, represents the normalized potential ig. is
normalized with the thermal voltaye=k,T /q. Assuming the device is made of the
same material i.e. no variationdn Poisson equation can be represented as

Dzwz\(j_rl(eqo_}_e-(o_*.c') (2.27)

2
where the normalized dopant concentration is reptesl byC' andC = (N, -N.)/n

i1k

L ]

i, j. ket

Zy

i-1, ), ke ik ~F1.I.J,k

¥i

i,], k-1 G

L ]

i+l k

Figure 2.1 Central difference scheme in 3D leading to am-pacretization stencil

Expressing the second derivative of the potemighé Poisson equation using the

Central difference scheme as shown in Figure 2dll e three directions we obtain,

azqq,j,k — 2W+1,j Kk _ zqq,j k + 244—1,j k (228)
OX* (% +X4) XXy Xoa(X X))
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azw,j,k — 24‘?,j+1,k _ 24Q,jk + 2W,j—lk
oy Y (YY) VY Yy tyi)

and (2.29)

azqq,j,k — 244,j,k+1 _ZW,jk + 24?,,’ k-1
02 Z(Z*+Z4) ZZo Zea(Z+Ze)

(2.30)

By combining all these three equations we can get theession fofl°p. The mesh
sizes along the x, y and z direction are givex;byy;, andz, respectively, as shown in

Figure 2.1. Thus the finite-difference representatiothef3D Poisson equation is given

by,

Ruic ~Rix , Baix " Ric | Rivn"Rix | Ri-x"Ain
(% +%4) XL +X) V(Y tYis) YLy tYs)

+W,j,k+1_44',jk+ Riv-1"%j« — 1
z(z2+2) Z(Z+z.) 2l

(Ci‘,j,k + ni,j,k Y i k) (2-31)

where the intrinsic Debye length, :«/\_/Tg/(qni) . The carrier concentratiomsand p

are normalized by the intrinsic concentrationas given by Equation (2.31). The above

eguation can also be represented as,
B @1t G w0 By B @t
+Fi,j,k¢?+1,j k +Gi J qu,jwtlk + Hi i quj k+ l: Qi jk (232)

where
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2 2
Bl,j,k = ik
Zk—l(zk + Zk—1) yj-l(yj + yi—l)
2 2
i,j = i = < (233)
XL+ %) X (% %)
_ 2 _ 2
ik T o . v Hi,j,k_—’
Y, (Y, + Y1) z(z +2z.,)
2 2 2 .
Ei' == + + Qi' :Ci'+ni'_pi'
K (Xixi—l yj yj_l Zkzk_J 0k ( Jk J K J k)

It is important to note that all the discretizatioorements;, y; and z_appearing in Eq.

(3.10), are normalized with the intrinsic DebyegtnL, . Charge neutrality condition is

used to calculate the initial concentrationricandp for a good initial guess for potential

in the RHS of equation (2.32).

B. Linearization of the Discretized 3D Poisson Equation

A matrix equationAx=b is formed when the Poisson equation of the form as
represented in equation (2.32) is solved for theeedevice divided into nodes. Hetas
the discretization matrix is the unknown potential arfalis the forcing function, also
called the forcing vector (charge, in the case ois$bn equation). This form of the
equation cannot be directly used to numericallwesdbr the potential profile in the
device as it leads to instabilities since the RH#e equation (2.32) has an exponential

relation to the potentialp through the carrier concentratiomsand p. The center
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coefficientE is not diagonally dominant as compared to the other caaifsB, C, D, F,
G andH in the matrixA. Fast convergence demands the matrix to be diagonatiindat
i.e. the coefficient on the diagonal is larger thhe sum of the other non diagonal
elements. In order to achieve diagonal dominance forcoedficient matrixA Poisson
equation has to be linearised. To achieve the aboverdteupdate of the potential is

defined as [23]
=g+ (2.34)

where the potential in the next updategis’ and is calculated by using the potential from

the previous iterationy’ and a correction factar'. By substituting the above variables
in the Poisson equation we get,

D2¢1+1:F(e¢]+5" _e—(d‘—cS” +C) (235)

1
D
Assuming the update of potential between iteratlmring small i.e. for smald

Taylor’s series can be used for the exponentiatiane®® =1+ ¢ . Thus the Poisson

equation becomes,

quﬂ“”:F(e“’“ -e” +C')+K12(e<‘f —e“”)d” (2.36)

1
D
By replacingd™in equation (2.36) withy™* and ¢' by using equation (2.34) we obtain,

Dzwl—LiDz(e” —e‘”)qﬂ“*l:iz(e“f —e? +c‘) —:12(e<‘f —e‘”)qﬂ“ (2.37)
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In the above equation indexrepresents the iteration number and not the node
number. By using central difference scheme equation (288vpe expressed in terms of
equation (2.32). The center coefficightand the forcing functio® can be expressed as

[24],

Eijk:_( 2 + 2 + 2 j_ lz(nijk+pijk)
- X% YY1 ZZo) LT

- 1
Qi :(Ci,j,k HLLFT S pi,jk)_L_Dz(ni ikt piJk)ij (2.38)

To make the center coefficient diagonally dominantl increase the speed and
stability of the convergence the linearization ofd3on equation is done. In addition the
center coefficient is now dependent on the elecénaoh hole carrier concentrations, thus

have to be updated for every iteratigg.

C. Boundary Conditions

Ohmic and artificial contacts in the device struetaan be described by making
modifications to the coefficient® through H, and the forcing functiorQ. These

modifications are,

» Ohmic contacts are implemented by fixing the potential at theses equal to

the sum of the external bias appligg and the potential due to charge

neutralityv, . This is called Dirichlet condition and is implented as,
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p=@ +V,, (2.39)
B=C=D=F=G=H=0,E=1 andQ=¢, +V,. (2.40)

Simulation domain is fixed in size and therefore halketdruncated. This can be
done by using artificial boundaries and the boundary tiondénforced is called
Neumann condition. It is implemented by making the fiedtloss the boundary

equal to zero i.e.,

Z—E”:o. 2.41)

Using central difference scheme equation (2.41) can lieewas,

—W"l;q"l =0 or @,=¢.,, (2.42)

The same concept is also used for the other dwetiUsing equation (2.42) in

the discretization of the coefficien& throughH we obtain,

z=0 : B=0, H=2H, z=z,..:. B=2B, H =0,

y=0 : C=0, G=2G, y=y,.: C=2C, G=0, (2.43)

x=0 : D=0, F=2F, x=x_: D=2D, F=0.

max



Chapter 3

SIMULATION RESULTS

The theory behind the simulation of the solar celld e corresponding models
used was explained in Chapter 2. The self consistentisolaf the Poisson and
continuity equations is used to simulate the potentlicanrier profiles in the device. By
extracting the current densities from the simulat@pen circuit voltage and short circuit

current can be evaluated to find the efficiency of theosi solar cell.

The following Chapter is divided broadly into four partsstf part explains the
silicon solar cell structures simulated and the inpuggnding the solar radiation and
absorption coefficients of the material, second jpaesents the simulation results for
these structures under illumination without any shadowingusface recombination
effects i.e. assuming transparent contacts, third pfarthe chapter deals with the
simulation of these structures with shadowing and sarfacombination effects and the
final part explains the methodology adapted in calculatiogefficiency and the plots for

the trends in efficiency with the variation in st dimensions is presented.

STRUCTURES SIMULATED AND INPUTS USED FOR THE SIMULATION

Initially to inspect the effectiveness of drift-diffeasi modeling for solar cells a
1D simulation for a p-n junction silicon solar cell svgerformed. It is a single junction
with uniformly doped layers and a single sun radiatiauntilzed as the energy source for
the device. The device is simulated with the assumpmfotnansparent contact i.e. no

shadowing and surface recombination.
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il
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Figure 3.1 p-n junction Silicon Solar Cell

The solar radiation which is used in this simulationthe ASTM G173-03
Reference spectra derived from SMARTS v. 2.9.2 for AMlife sun. The solar

spectrum used is,

Solar Spectrum
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Figure 3.2 Solar spectrum for AM 1.5
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The solar spectrum in Figure 3.2 is used to input the PHaotensity into the
simulation which is utilized to calculate the humbé&carrier contribution by individual
wavelengths in the solar cell. The other parameter wisiclequired to find out the
effective number of photons absorbed i.e. the extemthich the device absorbs energy
is a material and wavelength dependent parameter calledb8waption coefficient. It
thus helps in describing the energy propagation through a howmge system [25]. The
absorption coefficient for silicon is poor since itais indirect band gap material i.e. the
bottom of the conduction band and the top of the valbaod are not aligned at the same
wave vector. This demands change in energy as welbasemtum for the photon to be
absorbed to generate carriers contributing to currentrduwcing the probability for the

absorption of photons and resulting in lower valuesbsbrption coefficients.

Absorption Coefficient of Silicon
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Figure 3.3 Absorption Coefficients Vs Wavelength for Silicon
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The structure simulated to emulate the realistic smddlris an n+-p-p+ structure
with the p+ region forming the bottom contact and theagion forming the top surface.
The structure is simulated for 25% and 50% of top metalth@dest of the window

exposed to the solar radiation and prone to surfacentgnation phenomenon.

0.15 uym

“+ >

Figure 3.4 Simulated n+-p-p+ Silicon Solar cell structure

The structure is simulated for various base thicknesse.4pm, 5.4pm and
8.4um. The solar radiation is incident normally ortte top surface and the metal is

considered to be purely reflective in the simulation.
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I SIMULATION RESULTS UNDER ILLUMINATION

Initial simulations were done on a pn-junction silicgolar cell as a one
dimensional simulation to evaluate the use of diffudion modeling for solar cells. For
a solar cell the 1-V plot is in the fourth quadrant as weaplained in Chapter 2. The

current density vs. voltage plot obtained for the pietion silicon solar cell is,

Current Density Vs Voltage for a pn Diode
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Figure 3.5 Current Density Vs Voltage for a pn junctioic8i Solar cell

In Figure 3.5 we observe that the plot has been flipp#u nespect to the X axis
to represent the current density as positive values. Whusee the shift the I-V plot when

the device is illuminated and contributing to dark currdiie open circuit voltage is

around 0.55V and short circuit current density of arounah®0cm?.

From the simulations it is thus proved that driffusion modeling works fine in
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solving for the current in a solar cell. Now the siniola was done on a more practical
device i.e. n+-n-p+ structure with p+ forming the back aont Initially transparent
contacts were assumed with no shadowing or surfacent®oation. The equilibrium

simulation results for the n+-p-p+ structure are,

Equillibirium Potential Profile (n+-p-p+)
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Figure 3.6 Equilibrium Potential Profile of an n+-p-p+ staue

Equillibirium Electric Field Profile (n+-p-p+)
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Figure 3.7 Equilibrium Electric Field of an n+-p-p+ structure



41

Figure 3.6 and 3.7 represent the Potential Profile and teetrigé field
respectively at Equilibrium i.e. with no applied bias.His ttase only Poisson equation is
solved to obtain the potential profile and the carriesiies related exponentially to the

potential as no transport is involved. The equilibriuntieadensities are,

Equillibirium Electron Density (n+-p-p+)
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Figure 3.8 Equilibrium Electron Density Profile of an n{p-pstructure

Equillibirium Hole Density (n+-p-p+)
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Figure 3.9 Equilibrium Hole Density Profile of an n+-p-grusture
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Now the device is illuminated with one sun AM 1.5 andhis ttases both Poisson and
drift diffusion equations have to be solved self coesidy since transport of carriers is
involved leading to production of current. The generatiommdnnation mechanisms
included in this simulation are Auger recombination, thergaaleration recombination,
radiative recombination and generation due to the incomgig source. The carrier

density profile under lllumination is,

Electron Density Profile along XZ plane under Illumintaion (n+-p-p+)
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Figure 3.10 Electron Density Profile of an n+-p-p+ struiewmder Illumination

From Figure 3.10 we observe that there is an increasbkeirelectron carrier
density and this is seen in the p-base region and also+thegon as the electron
concentration in these regions are low. The gemeraif carriers is not high in the n+
region of the device due to high doping concentration abco The hole carrier density
is also altered in a similar fashion by the incomingsoadiation as it produces equal

number of electrons and holes. This can be observedune=3.11,
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Hole Density Profile along XZ plane under Illumination (n+-p-p+)
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Figure 3.11 Hole Density Profile of an n+-p-p+ structure uiitlemination

The potential profile under illumination as shown in FigBr&2 is not very much
visibly different from the equilibrium potential prt#ias simulated in Figure 3.6 i.e. it
does not show a big difference as seen in the case altrier concentrations since the

dependence of carrier densities on potential is exp@hent

Potential Profile along XZ plane under Ilumination (n+-p-p+)
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Figure 3.12 Potential Profile of an n+-p-p+ structure unitiemination
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When solar radiation starts generating carriers éenddwvice it tends to decrease
the electric field in the depletion region and this isepbsd in the simulation. In Figure

3.13 the difference between the electric field befokatter the simulation is taken.

% 10'4 Difference between Electric Fields before and after Illumination (n+-p-p+)

—
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0
Distance;along:the Device:width (m) Distance along the Device Length (m) x 10'ﬁ

Figure 3.13 Difference in Electric field profile befard after simulation

We observe from Figure 3.13 that there is a reduction ieldwric field and this
complies with the concept of working of a solar cél solar radiation creates large
number of carriers, these carriers tend to recombitle the charges in the depletion

region and thus reduce the field.

Simulations were also done for a p+-p-n+ structure andlasi results were
extracted. Simulations were also done for varying widththe base region for both n+-

p-p+ structures and p+-p-n+ structures.
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Figure 3.14 Simulations of Potential, Electron and HolesidgiCarrier Profiles under no light

and under lllumination

1. SIMULATION RESULTS UNDER ILLUMINATION WITH SHADOWING AND SURFACE

RECOMBINATION

The simulations presented in the previous section werer ihedeassumption of
transparent contacts but in reality the contacts atel@0% transparent and do posses
some reflectivity. This tends to reduce the amount &frsadiation entering the device
structure leading to reduced number of carrier generatieultireg in decrease in
efficiency of the solar cell. Thus, the top contaats made to be optimally in small
percentage in comparison to the window to allow maximoooming radiation to go

through the device. The window exposed has some defectand thus leads to surface
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recombination effect. This also tends to reduce theiefiby of the solar cell as certain

numbers of carriers are lost at the surface.

Simulation has been performed for contact areas afta?® and 50% of the top
surface. The carrier profile for a contact area @ualb0% of the top surface for a base

width of 5.4um is,

Hole Density Profile Under lllumination
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Figure 3.15 Hole Density Profile under Illumination witre8bwing (n+-p-p+)

We observe from Figure 3.15 that there is a gradient icahder density profile
under the top metal contact. This is because there laugeanumber of carriers that are
generated due to the incoming solar radiation through timelomi and almost no
generation under the metal contact (as in this simouldhe metal is assumed to have
100% reflectivity) and therefore the carriers see a eatnation gradient and tend to

diffuse under the contact . Thus, Shadowing of theamebntact and surface
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recombination phenomenon play a very important roldetermining the efficiency of

the solar cell.

V. EFFICIENCY CALCULATION AND TRENDS IN EFFICIENCY

The efficiency of the cell is calculated using the egpian,

where 77represents the efficiency of the solar c&fl,is the open circuit voltagel, .
represents the short circuit curref: represents the Fill factor arfg], represents the

input power of the incoming solar radiation and

P, =V, FF

m

where P, represents the maximum power [26]. The input power isulzéxd in the

following way,
Ay

R. = (| P(A)dA)wh
/‘1

where A, and A, represent the range of wavelengths which comptisesicoming solar

radiationw represents the width of the structure amdrepresents the height of the

structure. This width and height are the dimensmitthe window of the structure.
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The efficiencies are calculated for the structuoesvhrious lengths of the base
width i.e. 2.4um, 5.4xm and 8.4um. With the increase in the base width the efficiency
goes up but the trend tends to start drop down after reaalpagk. By reducing the base
thickness of the substrate the photo generated cudecteases since the longer
wavelength photons corresponding to lower energy tilavgler distances before getting
absorbed into the material. But by reducing the thickneskeo$ubstrate the efficiency
also increases since the ratio of diffusion lengtth&othickness of the substrate increases
and this enhances the collection efficiency of minocayriers [27]. Figure 3.16 shows

the trend of efficiency with the base width thicknekthe device,

Efficiency Vs Thickness of substrate
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Figure 3.16 Efficiency Vs thickness of base (n+-p-p+)
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The complete efficiency trend is not extracted arel gimulation is done for a

maximum thickness of 84m due to extreme increase in simulation time with further

increase in thickness of the base.



Chapter 4

CONCLUSIONS AND FUTURE WORK

CONCLUSIONS

This chapter summarizes the key features of this rdseend its results. This is
followed by the plan for future research work. Summagzihe work done, a Drift-
Diffusion model has been utilized to model the workingaddilicon solar cell. The self
consistent solution of the potential and carrier tistion is obtained by the coupled
solution of the Poisson equation and the continuity égpugt The structures that were
simulated were a p-n diode, p+-p-n+ structure and n+-pqpetate. These structures
were simulated with transparent contacts and the gemei@ carriers was evident from
the carrier density plots and also the |-V plot pnése in the previous Chapter. The
shadowing of the top contact plays a very important esleit decreases the total
photogeneration rate in the device and thus changing timeefly of the cell. The
surface recombination phenomenon is also incorporatetheincode in the exposed
window region and this also causes the loss of catheis reducing the efficiency. The
decrease in efficiency is observed from the transpar@miact to the incorporation of
shadowing and surface recombination effects. The effigiefiche device changes with
the base region thickness since its ability to captome énergy photons (higher
wavelengths) increases and thus increasing the efficidtythe efficiency starts
decreasing after reaching a critical length. The increasiegdtin efficiency was
observed in simulation but the structure thickness weasncreased enough to see the

decreasing trend due to limitation of the simulation time.



51

I FUTURE WORK

The simulations presented here have been done on ansitiotar cell
homojunction but the code is generalized to incorporaterbjunctions. Thus high
efficiency solar cells can be effectively simulatedngsthe above model. Photon
Recycling has not been included in the present versiolmeottoéde. Reverse leakage
currents due to radiative recombination play a very s@amit role in the performance of
a solar cell. The reduction of this current componenyspka big role in increasing the
open circuit voltage of the cell and thus the efficierighoton recycling helps in reducing
the effective recombination rate when near band eddetige recombination play a

dominant role in the device [28].

The model used in the simulation of the device i.e.triffusion Model which
has limitations that it is not a very good model forhhfeeld conditions and does not
include scattering mechanisms as accurately as one can a@article based device
simulators. The inclusion of thermal effects cam gy a significant role in the working
of a solar cell when operated under concentrated surdighthis can also be done in a
more proper way using particle based device simulation selsme have demonstrated
recently on the description of the operation of FD ®@Vices. Thus, our ultimate goal is
to move to a more detailed picture of transport in tsaigle and multi-junction solar

cells by utilizing particle based device simulations ofrsoddls in near future.
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