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Encoding neural networks for genetic algorithms 

act: {linear, squared, tanh, relu, …} 

{Wij}: {0, 1, ½, 2, …, trainable} 
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Couple neural networks with genetic algorithms to balance interpretability and accuracy 
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How to train a PNN? 

gen0 

gen1 

genN 

Fittest 

individual 

fitness based selection crossovers/mutations 

Interpretable 

equation 
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Genetic operations on neural networks 

1 0 2 1 1 2 2 1 2 

0 0 1 1 2 1 1 2 0 

Crossover 

1 0 2 1 1 2 2 1 2 

Mutation 

1 0 2 1 1 2 2 1 2 

0 0 1 1 1 2 2 1 0 

1 0 0 1 1 2 2 0 2 
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Parsimonious neural networks – melting point 
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Poirier J., Physics of the earth 
and planetary interiors (1989) 

Can PNNs learn improved descriptions of melting from data? 

Lindemann law developed in 1910 

Can we predict the melting temp based on fundamental inputs? 



6 

Dimensional analysis on inputs 
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Dimensionless inputs act: {linear, multiply, squared, tanh, …} 

{Wij}: {0, 1, …, trainable} 
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Launching the nanoHUB tool 

From your browser go to link: https://nanohub.org/tools/pnndemo/ 

Click on Launch Tool to begin 

Parsimonious neural networks 

https://nanohub.org/tools/pnndemo/
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Landing page 

Navigate to the 

4th notebook to 

access the 

notebook we 

will be working 

on during the 

workshop 
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Import libraries and read in data 

Import Keras layers to 

build custom neural 

networks 

Import modules from 

the ‘deap’ package 

Read in CSV data file 

from tool directory 



10 

Display data and compute equations 
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Compute PNN inputs 

Compute theta(s) 

Compute theta’(s) 

Compute Debye temp 

and effective sound 

speed 

Create input/output arrays 

Split into train/test sets 
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Create a node in the PNN 

Each connection is a 

Dense layer with 1 

input and 1 output 

Add each connection 

Apply activation 

For a multiply 

activation, multiply 

non-zero nodes 
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Create a model using custom nodes 

Create nodes a1, 

a2, a3 in the first 

hidden layer 

Setup connections for output layer 
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Create a model using custom nodes 

Create nodes a1, 

a2, a3 in the first 

hidden layer 

Setup connections for output layer 
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Create a model using custom nodes 

Add/multiply 

connections and 

apply activation 

functions to get 

output neuron 

Define model with 

3 inputs, 1 bias, 

and 1 output 
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Setup model training 

Set some 

model weights 

EarlyStopping criterion 

to prevent overfitting 

Model.fit(…) performs 

training 
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Define objective function 

Determine # 

of trainable 

weights 

Train and 

evaluate 

model 

Collect final 

weights of 

model 

Add MSE term, 

activation function 

term and weight score 

term of get obj func 
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Setup genetic algorithm 

Determine # of 

trainable weights 

Define custom repeat func 

to design tailormade 

individuals 

Define custom 

mutation 

crossover 

selection 

Use simple 

evolutionary 

algorithm 
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Interpreting an individual 

Collect act, 

weights and 

biases from 

individual 

Get list of layer 

names in model 

Set activation for 

each neuron 
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Interpreting an individual 

Define symbolic 

variables 

Symbolically 

evaluate each node 

Symbolically 

evaluate output 

Collect 

expressions for 

node a1, a2, a3 
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Evaluating an individual 

Evaluate model on train/test sets 



22 

Discovering melting point laws 

Parsimonious neural networks learn non-linear interpretable laws 
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Melting temperature models 


