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The formidable progress in microelectronics in the last decade has pushed the channel length of MOSFETs into decanano scale and the speed of BJTs into hundreds of gigahertz. This progress imposes new challenges on device simulation as the essential physics of carrier transport departs that of conventional approaches because the effects of quasi-ballistic transport and quantum phenomena on device and circuit performance are becoming more important. Although a full quantum approach such as nonequilibrium Green’s function method naturally accommodates the two issues and a semiclassical first principle such as Monte Carlo simulation resolves at least the issue of quasi-ballistic transport, their heavy computational prevents them from playing a major role in exploring a wide range of device design options in practice. Hence, it is of great interest to develop a new macroscopic approach for the simulation of nanoscale devices operating near the ballistic limit. This motivates the present study to explore the feasibility of such an attempt. Therefore, the purpose of this study is to understand essential physics of quasi-ballistic transport and its implications to nanoscale device simulation based on macroscopic transport models. The study is composed of three parts; one is to understand the essential physics of quasi-ballistic transport in a device context, another is to identify the limitations of commonly used transport models in assessing nanoscale devices, and the other is to explore new macroscopic transport models valid from the diffusive to the ballistic limit.
1. INTRODUCTION

1.1 Background

The formidable progress of semiconductor technology in the last decade has allowed transistors to operate in the regime where quasi-ballistic transport and quantum effects start playing a significant role in determining device and circuit performance. Scaling down of CMOS devices has already reached the decananometer node [4] and the speedup of bipolar transistors has been achieved over 300 GHz [5] and is now facing a 500 GHz barrier of maximum operation frequency. For the design of these ultra high performance devices, empirical exploration becomes more and more demanding in terms of time and cost to achieve acceptable device performance near the edge of the device technology (e.g., [6]). Therefore, predictive device simulation to guide the experiments is receiving a serious attention [7]. However, the simulation tools must be reliable in order to be predictive; to avoid unreasonable performance assessment in exploring a wide range of design options, it is required to understand the essential physics of carrier transport in nanoscale devices.

In principle, a full quantum approach such as nonequilibrium Green’s function (NEGF) method [8] is the ultimate, naturally accommodating quasi-ballistic transport and quantum effects, and a first principle semiclassical approach such as Monte Carlo (MC) simulation [9] and a full Boltzmann solver [10] resolves at least the issue of quasi-ballistic transport. However, their computational burden is so tremendous that even some of the rigor inherent in them has to be sacrificed to speed up simulation. Even so, they are yet to be adequate to investigating a wide range of design options in practice. Thus, device engineers still mostly rely on semiclassical macroscopic transport models such as the drift-diffusion (DD) and the energy transport/hydrodynamic (ET/HD) models in the analysis and design of various transistors. But, some of
the assumptions in these semiclassical macroscopic transport models implemented in
conventional technology computer aided design (TCAD) tools start to break down.
These are 1) the assumption of collision-dominated transport, and 2) neglect of quan-
tum effects and degenerate carrier statistics, especially in MOSFET simulation. For
the past few years, device researchers have begun to notice that the DD model un-
derestimates the on-current of MOSFETs [11] and that despite a success in modeling
hot carrier effects, advanced transport models (e.g., ET/HD) may substantially over-
estimate the on-current [12]. Also, there have been studies on transport in high-speed
BJTs with the base width below 100 nm questioning the validity of those macroscopic
transport models [13] [14]. As for the quantum effects, the phenomenological models
such as the density gradient method [15] and the effective potential approach [16]
are implemented into semiclassical transport models. However, their limitations and
applicability are not fully appreciated yet.

Since there exist no device simulation tools to confidently and efficiently examine
and assess new design approaches for nanoscale transistors, extensive attempts have
been made to build a new simulation tool. Those attempts can be divided into three
categories: 1) one is to modify existing conventional macroscopic models [11] [17],
2) another to build a combined usage of existing techniques [18], and 3) the other
to develop a new efficient transport model from the Boltzmann transport equation
(BTE) [19]. There are many issues yet to be clarified as discussed in the review by
Grasser, et al. [20]. Therefore, it seems worth critically examining the feasibility of
such attempts based on a thorough understanding of the essential physics of carrier
transport in nanoscale transistors. In this thesis, we focus on understanding the
physics associated with quasi-ballistic transport in nanoscale transistors.
1.2 Quasi-Ballistic Transport in Nanoscale Transistors

In semiconductor devices, there are two types of carrier motion as shown in Fig. 1.1: 1) deterministic motion that follows the Newton’s law (denoted as arrows) and 2) random motion due to scattering that follows Fermi’s golden rule (the abrupt changes between arrows). In Fig. 1.2, \( L \) stands for the feature size of a device, e.g., the channel length of a MOSFET, and \( \ell \) denotes the critical length that determines the device performance, e.g., the on-current of a MOSFET as discussed in [21] [22]. The critical length is the length between the thermionic injection point (the top of the source-to-channel barrier in a MOSFET or the beginning of the base in a BJT) and the beginning of a region that acts as a carrier sink (the beginning of the high-field channel region in a MOSFET or the beginning of the high-field collector in a BJT).

As we scale down a MOSFET or increase the speed of a BJT, \( \ell \) decreases. As illustrated in Fig. 1.1, if the mean-free-path \( \lambda \) is much shorter than \( \ell \), the carrier motion can be approximated as drift-diffusion motion ignoring the effect of deterministic motion on the determination of important physical quantities (e.g., current) required for device design and circuit simulation. However, in high performance devices, \( \lambda \) becomes comparable to \( \ell \) and the effect of deterministic motion comes into play (think of the circled region in Fig. 1.1 as a device).

Both types of carrier motion are present in first principles such as MC simulation or the BTE, but the effect of deterministic motion is missing in conventional macroscopic models due to the assumption of collision-dominated transport, which is valid when \( \ell \gg \lambda \). In this drift-diffusion transport regime: 1) a device can be approximated as a bulk-like channel, and consequently the boundary conditions of macroscopic transport models are derived as if a periodic boundary condition were imposed in the corresponding microscopic description, 2) current is described as drift and diffusion motion, and 3) consequently only scattering (\( \lambda \)) determines the current. In the quasi-ballistic transport regime (i.e., \( \ell \sim \lambda \)), however, we need to consider the effect of deterministic motion. This means: 1) that a device consists of not only a channel but
Drift-Diffusion: $\ell \gg \lambda$

Quasi-ballistic: $\ell \sim \lambda$

Fig. 1.1. Illustration of carrier motion in semiconductor devices. The arrows represent deterministic motion and the abrupt changes in between denote random motion due to scattering. If $\ell \gg \lambda$, carrier motion can be approximated as drift and diffusion while transport becomes quasi-ballistic if $\ell \sim \lambda$.

Fig. 1.2. (a) An energy band profile of a nanoscale MOSFET with channel length $L$ is shown. Carriers are injected from the source, cross the critical region of length $\ell$, and finally exit through the drain. (b) A conduction band profile of an $n$pn BJT is shown. The critical regions are the thin base with its width $W_B \sim \lambda$ and the beginning of the collector region with the critical length $\ell_C \sim \lambda$. The collector length $W_C$ is usually much longer than $\lambda$. 
also contacts because carrier momentum imposed by the contacts can be maintained long enough to affect the device performance, 2) that current is transmission between the contacts through the channel [23], and consequently 3) that both scattering (\(\lambda\)) and deterministic motion (embedded in \(\ell\)) determine the current. In this quasi-ballistic regime, we can no longer use periodic boundary conditions but should adopt so-called *inflow* boundary conditions even at a macroscopic level, with which we assign constraints only on carriers that come *into* the device from contacts [24]. Note that the inflow boundary conditions are inherent in the first principles such as the NEGF, MC simulation, and the BTE.

The mobility issue in short channel high electron mobility transistors (HEMTs) discussed in [25] confirms the above statement. Shur observed that the field effect mobility \(\mu_{\text{eff}}\) extracted from measurements for a short channel FET is considerably smaller than that of a long channel mobility \(\mu_0\), and that this reduction is related to a finite electron acceleration time in the channel. Notice that \(\mu_{\text{eff}} = \mu_0\) if we ignore the effect of the finite electron acceleration time. To account for the finite acceleration time, he introduced the ballistic mobility \(\mu_B\), which is defined as

\[
\mu_B \equiv \frac{qL}{m^* \pi \nu_T},
\]

where \(q\) is electron charge, \(L\) is the channel length, \(m^*\) is effective mass, and \(\nu_T\) (\(= \sqrt{2k_B T/\pi m^*}\)) is the thermionic emission velocity. Then, he calculated the short channel mobility \(\mu_{\text{eff}}\) using Matthiessen’s rule as

\[
\mu_{\text{eff}}^{-1} = \mu_0^{-1} + \mu_B^{-1},
\]

and matched the experimental values. Note that the finite acceleration time \(L/\nu_T\) in Eq. 1.1 originates from the effect of deterministic carrier motion as it describes the time required for a carrier to travel over a length \(L\) with the finite velocity \(\nu_T\) given at the beginning of the channel (\(\ell \sim L\) under a low-field condition [21]). Even in the 150 nm gate AlGaAs/GaAs HEMT he measured, the effect of deterministic motion affects the current since the long channel mobility is much higher than in Si. Hence,
we can expect the same thing to happen in Si MOSFETs if the channel length reduces further down to decanano scale and the long channel mobility \( \mu_0 \) improves.

Now we further clarify this issue as we explain it in relation to the scattering theory for Si MOSFETs [21] as discussed by Wang, et al. [26]. The I–V equation Shur used to extract \( \mu_{eff} \) is derived from the drift-diffusion equation, which is given as

\[
I_{DS} = \mu_{eff}C_{ox}\frac{W}{L}(V_{GS} - V_T)V_{DS}
\]

assuming

\[
\mu_{eff} = \mu_0.
\]

where \( C_{ox} \) is the effective oxide capacitance, \( W \) is the width and \( L \) is the channel length, and \( V_T \) is the threshold voltage. However, according to the scattering theory derived from McKelvey’s flux model [27] [28] that embraces the three implications of quasi-ballistic transport mentioned above, the I–V equation is expressed as [26]

\[
I_{DS} = \mu_0C_{ox}\frac{W}{L(1 + \mu_0/\mu_B)}(V_{GS} - V_T)V_{DS},
\]

where we utilize that [21]

\[
\mu_0 = \frac{q\lambda}{m^*\pi\nu_T}.
\]

and that the transmission coefficient, which is derived from mesoscopic transport [8] and adopted in the scattering theory, can also be expressed using Eqs. 1.1 and 1.6 as

\[
T = \frac{\lambda}{L + \lambda} = \frac{\mu_0}{\mu_B + \mu_0}.
\]

Thus, comparing Eq. 1.3 and Eq. 1.5, we can see that \( \mu_{eff} \neq \mu_0 \) but that \( \mu_{eff} \) should be given by Eq. 1.2 in order for the conventional I–V model to explain the experimental I–V data. In other words, the conventional I–V model should be modified to the scattering theory model in Eq. 1.5 so that \( \mu_{eff} \) should satisfy Eq. 1.2.

Figure 1.3 shows a generic relation between measured \( I_{DS} \) vs. the long channel mobility \( \mu_0 \), and summarizes this issue. Note that the measured current cannot exceed the ballistic current \( I_{DSball} \). In the drift-diffusion transport regime, i.e., \( L \gg \lambda \),
Fig. 1.3. A generic relation between measured $I_{DS}$ and the long channel mobility $\mu_0$. In the drift-diffusion regime, i.e., $\mu_0 \ll \mu_B$ (or equivalently $\lambda \ll L$), the current is proportional to $\mu_0$. However, in the quasi-ballistic regime, the ballistic mobility $\mu_B$ becomes comparable to $\mu_0$. In the near-ballistic regime, i.e., $\mu_0 \gg \mu_B$, the current is limited at the finite ballistic value $I_{DS_{ball}}$.

the current is proportional to the long channel mobility $\mu_0$ (or $\lambda$) since $\mu_B$ is very large. However, as $\mu_0$ increases or equivalently $L$ decreases so that $L \sim \lambda$, transport becomes quasi-ballistic and the current does not exceed but approaches the ballistic limit $I_{DS_{ball}}$, and the mobility extracted for short channel MOSFETs is no longer $\mu_0$ but $\mu_0 \cdot \mu_B/(\mu_0 + \mu_B) < \mu_0$; deterministic carrier motion comes into play through $\mu_B$. Also, note that the long channel mobility $\mu_0$ is still important in nanoscale FETs [29] as it can be related to the mean-free-path $\lambda$, but that its effect on current is limited by deterministic motion.

1.3 Overview of the Thesis

As illustrated in the previous section, the effect of deterministic carrier motion, which is no longer negligible in the quasi-ballistic regime, is missing in macroscopic description of carrier transport. Hence, the purpose of this thesis is to examine whether and how we can bring the missing piece back to the macroscopic level. In order to achieve the purpose, this thesis is directed toward understanding essential physics of quasi-ballistic transport and its implications to nanoscale transistor simulation based
on macroscopic transport models. Note that by nanoscale transistors we mean transistors near the ultimate performance limits, which, we assume, are more advanced than current-day technology. Therefore, our intention is to identify the fundamental limitations of conventional transport models that may become serious problems in the simulation of the nanoscale transistor rather than to criticize the use of them in current technology. The study is composed of three parts: 1) to understand the essential physics of quasi-ballistic transport in a device context, 2) to identify the limitations of commonly used transport models in assessing nanoscale devices, and 3) to explore new macroscopic transport models valid from the diffusive to the ballistic limit.

Prior to understanding quasi-ballistic transport, the essential physics of carrier transport in the ballistic limit need to be understood to see the effect of pure deterministic motion, and its implications to macroscopic transport models should be identified. Hence, the study of ballistic transport in nanoscale MOSFETs is performed in Chapter 2; it establishes new insights on ballistic transport, which provides a foundation to the rest of the thesis.

In Chapter 3, conventional transport models such as DD (drift-diffusion), ET (energy transport), and Bude’s DD [11] are benchmarked against the ballistic results in a simple but reasonable nanotransistor structure. The results demonstrate that existing models do not provide reliable predictions of near-ballistic transport due to the assumptions of collision-dominated transport.

In Chapter 4, based on the understanding developed in the previous chapters, we formulate a drift-diffusion type macroscopic model that can accurately describe the ballistic transport in a nanoscale MOSFET. This is done by developing the directed-moment approach, which is an extension of McKelvey’s flux method that satisfies the three implications of quasi-ballistic transport discussed above.

In Chapter 5, we implement a simple scattering model into the ballistic drift-diffusion equation developed in Chapter 4 and formulate a quasi-ballistic drift-diffusion model for a nanoscale MOSFET where velocity saturation is not likely to occur.
In Chapter 6, we turn our attention to quasi-ballistic transport in high-speed silicon based BJTs, identify fundamental limitations of the DD, the one-flux, and the ET models, and resolve the issue on whether macroscopic transport models are applicable to the simulation of high-speed BJTs. We explain in relation to the theory of impact ionization why no macroscopic model based on the moments of the BTE can overcome these limitations, but that despite the fundamental limitations, conventional macroscopic models can be used to assess transit time and cutoff frequency of current-day practical SiGe BJTs.

Finally, in Chapter 7, we summarize what we have learned through this research and propose future work.
2. A NUMERICAL STUDY OF BALLISTIC TRANSPORT IN A NANOSCALE MOSFET

In this chapter, we examine the physics of ballistic transport in a nanoscale MOSFET as reflected in the shape of the distribution function. We calculate the electron distribution function in the ballistic limit by solving the 1D steady-state Boltzmann transport equation self-consistently with the 2D Poisson equation in an n-channel ultra-thin-body nanoscale double-gate SOI MOSFET. In equilibrium, symmetry of the distribution function is achieved through balanced carrier injections from the source and drain contacts. Under bias, the distribution function displays distinctive features of ballistic transport—a discontinuous asymmetric shape and the development of a discontinuous ballistic peak. We discuss the implications of ballistic transport to modeling of nanoscale MOSFETs using moment-based macroscopic transport models.

2.1 Introduction

As semiconductor devices are scaled down to their limits, carrier transport may approach the ballistic limit [30]. In GaAs $n^+-n-n^+$ structures, hot electron, quasi-ballistic transport has been widely examined theoretically [31] [32]. Hesto, et al. first evaluated the distribution function in the quasi-ballistic transport regime in a submicron GaAs $n^+-n-n^+$ structure using Monte Carlo simulation in 3D momentum space [31]. Subsequently, several papers have examined quasi-ballistic transport. Among those, the work of Baranger, et al., who solved the Boltzmann transport equation (BTE) in one spatial and one momentum-space dimensions with the relaxation time approximation (RTA), is especially thorough [32]. In this work, the electron distribution function shows the general features of ballistic transport—asymmetry at
the top of the source-to-channel barrier, the development of a ballistic peak along the channel.

Previous studies using 1D devices are, however, not adequate for understanding the physics of ballistic transport in a nanoscale MOSFET because they fail to describe the following factors that interplay through the 2D self-consistent potential. First, the 1D $n^+\!-\!n\!-\!n^+$ structures do not capture the physical mechanism associated with current saturation in a MOSFET [33]. Second, they do not consider degenerate carrier statistics and vertical quantum confinement, which are indispensable features of ultra small MOSFETs. Finally, the presence of scattering in those works clouds the features directly originating from pure ballistic transport, which sets the ultimate performance limits on the device [33]. Thus, it is worth investigating the electron distribution function in the ballistic limit in an ultra small MOSFET, not only to assess the ultimate performance limits of the device but also to clarify the physics of ballistic transport as reflected in the shape of the distribution function and to identify its implication to nanoscale device modeling.

As a vehicle for this study, we take a model 10 nm double-gate SOI MOSFET depicted in Fig. 2.1 [34]. To describe ballistic transport along the channel, we solve the 1D ballistic BTE self-consistently with the 2D Poisson equation. A semiclassical approach is adequate because it has been recently demonstrated that the MOSFETs operate classically down to channel length of about 10 nm [34] [35]. In Appendix A, we provide a theoretical explanation for the validity of the semiclassical approach down to this length scale. Also, we focus on the steady-state on-current characteristics, which are relevant to the high-speed operation of digital circuits [36]. In a related paper [22], we examined the essential physics of nanoscale MOSFETs. In this chapter, we discuss the semiclassical solution approach, explain why a semiclassical treatment retains validity at 10 nm length scales, and explain the ballistic distributions throughout the device—not just at the top of the source-to-channel barrier.

We begin the chapter by explaining how to obtain the analytic solution of the 1D, steady-state ballistic BTE for given boundary conditions in Section 2.2. In Section 2.3,
we present the model MOSFET, our simulation method, and the results. Then, we discuss modeling of nanoscale MOSFETs using moment-based macroscopic transport models in Section 2.4. Finally, we summarize in Section 2.5.

2.2 Theory of the Ballistic BTE

2.2.1 1D ballistic BTE and the boundary conditions

Electrons in the channel of our model, ultra-thin-body MOSFET are subject to strong quantum confinement in \( z \)-direction and move ballistically in the \( x-y \) plane. Due to the strong vertical quantum confinement, all conduction electrons are accommodated in the lowest subband and respond in the \( x-y \) plane with an effective mass, \( m_t^* \), which is the transverse effective mass of the ellipsoidal conduction valleys of Si [37]. We also assume a parabolic bandstructure because the use of a non-parabolic
band makes little difference for the bias condition to be used (no greater than 0.6 V). In 1D transport along the $x$-direction, the 1D BTE in steady-state is

$$v_x \frac{\partial f_B (x, \vec{p})}{\partial x} - qE_x \frac{\partial f_B (x, \vec{p})}{\partial p_x} = 0,$$

where the subscript $B$ denotes the ballistic distribution. The 2D momentum vector is $\vec{p} = p_x \hat{x} + p_y \hat{y}$, and the electric field is

$$E_x = \frac{1}{q} \frac{dE_S (x)}{dx},$$

where $E_S (x)$ stands for the lowest subband energy profile, and the total energy, $E (x, \vec{p})$, is

$$E (x, \vec{p}) = \frac{p_x^2}{2m_t^*} + \frac{p_y^2}{2m_t^*} + E_S (x).$$

To complete the definition of the problem, boundary conditions for Eq. 2.1 must be specified. We focus on the ideal intrinsic device performance ignoring the source/drain series resistance, thus assume that scattering in the source and drain regions are cast into the perfect absorbing contacts that maintain thermal equilibrium [8]. At the source contact, the distribution for the incoming flux (the positive half) is an equilibrium Fermi-Dirac distribution,

$$f_B (x = 0, \vec{p}) = f_o (E (0, \vec{p}) ; \mu_1) = \frac{1}{1 + \exp \left( \frac{E (0, \vec{p}) - \mu_1}{k_B T} \right)},$$

if $p_x > 0$, and similarly at the drain contact for the negative half,

$$f_B (x = L, \vec{p}) = f_o (E (L, \vec{p}) ; \mu_2) = \frac{1}{1 + \exp \left( \frac{E (L, \vec{p}) - \mu_2}{k_B T} \right)},$$

if $p_x < 0$, where $f_o (E; \mu)$ is the Fermi-Dirac distribution, and $\mu_1$ and $\mu_2$ are the Fermi levels in the source and drain regions respectively. The total electron energies, $E (0, \vec{p})$ and $E (L, \vec{p})$, are obtained from Eq. 2.3.

2.2.2 The solution of the 1D ballistic BTE

Using direct substitution, one can readily show that $g (E (x, \vec{p}) - \mu)$, any function of total energy with the ambiguity of a Fermi-level $\mu$, satisfies the ballistic BTE
in Eq. 2.1. (The same result occurs in collision-dominated equilibrium [38].) To completely specify the solution, we need to identify the functional form \( g(\bullet) \) and the Fermi-level \( \mu \) at the boundaries and inside the device. At the boundaries, Eqs. 2.4 and 2.5 determine \( g(\bullet) \) and \( \mu \).

To specify \( g(\bullet) \) and \( \mu \) inside the device, we need to understand how the states are occupied as illustrated in Fig. 2.2, a plot of the lowest subband energy profile and a parabolic dispersion relation between the longitudinal kinetic energy \( E_x \) and longitudinal momentum \( p_x \) in the channel of our model transistor under bias. At \( E_{\text{max}} \), the subband energy at the top of the barrier, the semiclassical transmission changes abruptly from 0 to 1. Consequently, ballistic electrons injected from the source with their longitudinal kinetic energy greater than the barrier height transmit freely from source to drain while those below the barrier are reflected and return to the source. In the \( E_x p_x \) parabola, \(+p_x\) states above the energy barrier (solid line) will be occupied by carriers injected from the source. Likewise, \(-p_x\) states (dashed line) are filled with drain-injected carriers. Below the barrier, the states can be seen only from the drain, thus they (dashed line) are occupied by the drain-injected carriers. In a similar way, the occupation of states by ballistic electrons in other regions can be understood.

According to the above description, the functional form \( g(\bullet) \) is given as an equilibrium Fermi function, \( f_o \),

\[
f_B(x, \vec{p}) = g(E(x, \vec{p})) = f_o(E(x, \vec{p}) - \mu),
\]

where \( \mu \) is either the source Fermi-level \( \mu_1 \) or the drain Fermi-level \( \mu_2 \). Consequently, the solution of Eq. 2.1 is given for \(|p_x| > p_{x\text{max}}\) (above the barrier) as

\[
f_B(x, \vec{p}) = \begin{cases} f_o(E(x, \vec{p}); \mu_1) = \frac{1}{1+\exp\left(\frac{E(x, \vec{p}) - \mu}{k_B T}\right)} & p_x > p_{x\text{max}} \\ f_o(E(x, \vec{p}); \mu_2) = \frac{1}{1+\exp\left(\frac{E(x, \vec{p}) - \mu}{k_B T}\right)} & p_x < -p_{x\text{max}} \end{cases},
\]

(2.7)
Fig. 2.2. The lowest subband profile of the model transistor in Fig. 2.1 under the bias at $V_{GS1} = V_{GS2} = 0.6$ V and $V_{DS} = -(\mu_2 - \mu_1)/q = 0.3$ V. The parabolic $E_x(p_x)$ relation illustrates how the states are occupied.
and for $|p_x| < p_{x\text{ max}}$ (below the barrier)

$$f_B(x, \vec{p}) = \begin{cases} f_\circ(E(x, \vec{p}); \mu_1) = \frac{1}{1 + \exp\left(\frac{E - \mu_1}{k_B T}\right)} & 0 < x < x_{\text{top}} \\ f_\circ(E(x, \vec{p}); \mu_2) = \frac{1}{1 + \exp\left(\frac{E - \mu_2}{k_B T}\right)} & x_{\text{top}} < x < L \end{cases}$$

(2.8)

where

$$p_{x\text{ max}}(x) = \sqrt{2m^*_x \left[E_{\text{max}} - E_S(x)\right]}.$$  

(2.9)

In this sense, a special kind of equilibrium can be said to exist, even though the device itself may be very far from equilibrium [8]. Each state is occupied according to a Fermi function. The appropriate Fermi-level to use is that of the contact from which the state was occupied. Because the appropriate Fermi levels change abruptly with energy, highly nonequilibrium overall distribution functions can result.

## 2.3 Results

### 2.3.1 The model device and the description of simulation

Our model device shown in Fig. 2.1 is one of the devices examined in [34]. The channel length is 10 nm; the oxide thickness is 1.5 nm for both top and bottom gates, and the silicon body thickness 1.5 nm. The source and drain regions are doped at $1.0 \cdot 10^{20}$ cm$^{-3}$, and the channel is undoped. The gate structure is symmetric with a mid-gap gate material (top/bottom). The channel junctions are abrupt and no gate-to-source/drain overlap is assumed. Transport occurs along $x$-direction with transverse $y$-direction along the device width (assumed to be wide). Quantum confinement is along $z$-direction and is strong enough to justify the one subband model.

We adopt the semiclassical quasi-2D simulation approach in [34] where the 2D transport solution is obtained by solving two 1D problems separately—1D semiclassical transport along $x$-direction and 1D quantum confinement in $z$-direction. In this method, sheet carrier density, $n_s(x)$, in $x$-$y$ plane is calculated from the approach of Section 2.2. Next, $n_s(x)$ is weighted by the amplitude squared of the wave function
\( \phi(z) \) obtained from a 1D Schrödinger solver to yield volume carrier density \( n(x, z) \), that is

\[
n(x, z) = n_s(x) |\phi(z)|^2.
\] (2.10)

Then, we insert \( n(x, z) \) into the 2D Poisson equation to obtain the 2D potential profile. From the modified \( E_S(x) \), a new \( n_s(x) \) is obtained. The procedure is repeated until it converges. This approach is valid when the vertical quantum confinement is so strong as to be insensitive to the longitudinal change of the potential [34].

### 2.3.2 Equilibrium distributions

The computed distribution functions in equilibrium are shown in Fig. 2.3. The 1D cross-sections and 2D plots of \( f_B(\nu_x, \nu_y) \) in equilibrium \( (V_{DS} = 0.0 \text{ V}) \) are calculated at \( x = 5 \text{ nm} \) (source region) and \( x = x_{\text{top}} = 12.5 \text{ nm} \) (top of the barrier) under \( V_{GS1} = V_{GS2} = 0.6 \text{ V} \). In the 1D plots, the solid (dashed) lines denote the states populated by the source (drain) contact with Fermi-level \( \mu_1 (\mu_2) \). In equilibrium, the symmetry of the distribution is achieved through the balanced injection from each contact instead of detailed balance due to collision as in the diffusive regime. The volume under the surface at \( x = 5 \text{ nm} \) (which represents the carrier density) is greater than that at \( x = x_{\text{top}} \) because more charge is available in the source region than in the channel. The shape of the distribution at \( x = 5 \text{ nm} \) is Fermi-Dirac whereas that at \( x = x_{\text{top}} = 12.5 \text{ nm} \) is closer to Maxwellian because it is less degenerate in the channel than in the source/drain regions.

### 2.3.3 Distributions at the top of the source barrier and current control mechanism

Figures 2.4 and 2.5 show 1D cross-sections and 2D plots of \( f_B(\nu_x, \nu_y) \) at the top of the source barrier under \( V_{GS1} = V_{GS2} = 0.6 \text{ V} \) with different drain biases. At the top of the barrier, the source injection fills the whole positive \( \nu_x \) states of the distribution
Fig. 2.3. The 1D cross-sections and 2D plots of $f_B(v_x, v_y)$ in equilibrium ($V_{DS} = 0.0$ V) are shown at $x = 5$ nm (source region) and $x = x_{top} = 12.5$ nm (top of the barrier) under $V_{GS1} = V_{GS2} = 0.6$ V. The solid (dashed) lines denote the states populated by the source (drain) contact Fermi-level $\mu_1$ ($\mu_2$)
Fig. 2.4. 1D cross-sections of $f_B(v_x, v_y = 0)$ at the top of the barrier at $V_{GS1} = V_{GS2} = 0.6$ V. Discontinuity occurs at $v_x = 0$. The distribution at $V_{DS} = 0.2$ V is almost identical to that at $V_{DS} = 0.6$ V because saturation begins at $V_{DS} = 0.2$ V.

while the negative $v_x$ states are populated only by the drain injection. At $V_{DS} = 0.0$ V (in equilibrium), the distribution is symmetric due to balanced injections.

As $V_{DS}$ increases, the drain injection ($-$ half) becomes suppressed leaving the source injection ($+$ half) unbalanced. Hence, the current starts to flow (the current vs. $V_{DS}$ plot in Fig. 2.6). Note, however, that the source injection increases to maintain the charge balance imposed by the gate (see the density vs. $V_{DS}$ plot in Fig. 2.6). Thus, the area under the positive half of the distribution at $V_{DS} = 0.2$ V is approximately twice that of the positive half of the equilibrium distribution. For this to happen, the subband energy needs to be pulled down as $V_{DS}$ increases to fill more $+v_x$ states until the onset of saturation as shown in $E_S(x)$ plot of Fig. 2.6. (See [34] for more details.)

As a consequence, the reduced barrier seen from the source increases the degeneracy associated with the positive half, but the increased barrier seen from the drain makes
Fig. 2.5. Corresponding 2D plots of $f_B(v_x,v_y)$. Discontinuity occurs along $v_y$ axis but the distribution in $v_y$ direction remains equilibrium in shape.
Fig. 2.6. Average velocity vs. $V_{DS}$, carrier density vs. $V_{DS}$, and current vs. $V_{DS}$ plots calculated at the top of the barrier, and the lowest subband energy profile $E_S(x)$ under different $V_{DS}$. The dots correspond to the five bias points shown in Fig. 2.4.

it less degenerate for the negative half. Thus, the shape of the increasing positive half rapidly approaches hemi-Fermi-Dirac and its average velocity $v_x^+$ reaches up to $1.8 \cdot 10^7$ cm/s while the diminishing negative half becomes more hemi-Maxwellian and its average velocity $v_x^-$ approaches the thermal velocity of a hemi-Maxwellian ($1.2 \cdot 10^7$ cm/s) as shown in the average velocity vs. $V_{DS}$ plot in Fig. 2.6. At the total suppression of the drain injection (at $V_{DS} = 0.2$ V), the source injection saturates except the slight increase due to 2D electrostatics, which is explained in the next subsection. The device operates in linear region if $V_{DS} < 0.2$ V and it is in saturation region if $V_{DS} > 0.2$ V. Note that even in the ballistic limit, the current does saturate due to the gate control, which is absent in 1D device structures. The plots in Fig. 2.6 summarize this current control mechanism. In conclusion, the physics reflected in
the shape of the distribution function at the top of the barrier confirms the current control mechanism discussed in [21] [22].

2.3.4 Distribution along the channel under bias - development of ballistic peaks

In this subsection, we will discuss the shape of the distribution function at different locations along the channel under high gate and drain bias. Figure 2.7 shows 1D cross-sections of $f_B(v_x, v_y)$ at different locations along the channel under the bias $V_{GS1} = V_{GS2} = V_{DS} = 0.6$ V. The locations of interest along $x$-direction are selected non-uniformly to represent substantial changes. Note that the discontinuity occurs at $v_x = \pm v_{x\text{max}}$ depending on whether it is at the source or the drain side where

$$v_{x\text{max}}(x) = \frac{p_{x\text{max}}(x)}{m^*_t},$$

(2.11)

in which $p_{x\text{max}}(x)$ is obtained from Eq. 2.9. The thick (thin) solid lines represent the states populated by the source (drain) contact. The plots in Fig. 2.8 exhibit the corresponding 2D distribution function $f_B(v_x, v_y)$ at four different locations: 1) the source region, 2) the top of the barrier, 3) the channel, and 4) the drain region.

In the source region, electrons injected from the source with $0 < v_x < v_{x\text{max}}$ are reflected back by the barrier filling their negative counterpart while electrons with $v_x > 0$ have transmitted across the barrier, but there are almost no carriers injected from the drain contacts. Hence, the distribution is effectively zero for $v_x < -v_{x\text{max}}$. Since the high-energy portion in the negative half is eliminated, evaporative cooling occurs in this region. As electrons go against the barrier from the source, the shape of the distribution function approaches hemi-Fermi-Dirac as in thermionic emission.

Down the potential barrier toward the drain, the source injection develops as a ballistic peak as shown in Fig. 2.7 while the injection from the drain is still negligible. As carriers are accelerated along the channel, the location of the peak (Eq. 2.11) moves toward higher velocity, i.e., velocity overshoot occurs. Note that the velocity overshoot makes the ballistic peak narrower as the carrier density decreases to
Fig. 2.7. 1D cross-sections of $f_B(v_x, v_y = 0)$ at different locations along the channel under the bias $V_{GS1} = V_{GS2} = V_{DS} = 0.6$ V. The thick (thin) lines represent the states populated by the source (drain) contact.
Fig. 2.8. Corresponding 2D plots of $f_B(\nu_x, \nu_y)$
preserve the current but the height of the peak remains the same because the total electron energy is conserved in the ballistic limit. Consequently, the velocity overshoot reduces the channel charge density helping the drain electric field penetrate more into the source barrier, which increases the current in the saturation region. However, the extreme velocity overshoot in the ballistic limit affects the current indirectly through self-consistent electrostatics. Although the on-current increase due to velocity overshoot is not negligible in bulk MOSFETs [11], it is found to be minor in our model double gate MOSFET due to strong gate control. Thus, it is confirmed that the on-current of a well-tempered MOSFET is mostly determined by the control mechanism at the top of the barrier.

Near the drain, the thermal equilibrium injection from the drain contact suddenly becomes important. Electrons injected from the drain are reflected by the barrier, and build up a symmetric, thermal distribution. While the thermal portion remains in equilibrium, the ballistic peak from the source causes heating in the drain region.

2.4 Discussion

As device dimensions continue to shrink, operation near the ballistic limit becomes a possibility and the question of whether commonly used macroscopic approaches lose validity becomes important. Nekovee, et al. [39] examined this issue and found that lower order models fail near the ballistic limit because of the ballistic peak that cannot be fit with low order polynomials. They also showed that a critical voltage occurs, above which there exists no unique solution. This was shown to occur when the average velocity within the device reaches the thermal velocity.

The results of our simulation of a ballistic silicon-MOSFET support the observations of Nekovee, et al. made for a GaAs $n^+-n-n^+$ diode. Specifically, Fig. 2.7 shows the strong ballistic peak that develops, and it seems clear that such distributions will be impossible to fit with low order polynomials. Also, our results show that the distribution at the top of the source barrier develops a highly asymmetric shape
at relatively low drain biases ($\sim 0.05$ V, as shown in Fig. 2.4). As the distribution approaches a hemi-Fermi Dirac shape, the average velocity approaches the thermal velocity. Above this rather small bias, Nekovee, et al. showed that no unique solution of the macroscopic equation exists.

Although it seems clear that macroscopic transport equations of the conventional kind will fail in the ballistic limit, they may continue to be useful in nanoscale devices. Recent work shows that nanoscale MOSFETs, for example, operate well below the ballistic limit (e.g., [40]). It is important, however, to recognize this ballistic limitation and to be able to identify it in simulations. A simple way is to see if average velocities at a critical point (e.g., the top of the barrier) exceed the thermal velocity. It would, of course, be preferable to have a simple, macroscopic transport model that behaves gracefully in the ballistic limit. Our work supports that of Nekovee, et al., which suggested “that it is not possible to treat predominantly ballistic transport phenomena with any low-order systems of moment equations.” [39] We believe, however, that it is worth exploring the application of flux equations, which can treat different carrier populations with different distributions [27] [28].

2.5 Summary

In this chapter, we examined ballistic transport in a model nanoscale MOSFET with particular emphasis on the shape of the distribution function at different positions under bias. In equilibrium, the symmetry of the distribution function is achieved through balanced carrier injections instead of detailed balance as in diffusive transport. Under a drain bias, we verified that the inversion layer density at the top of the source barrier is approximately constant, as controlled by the gate voltage, and that the distribution function approaches a hemi-Fermi Dirac distribution when the drain bias exceeds about $2k_BT/q$. These simulation results confirm previous assumptions [22]. We also examined the ballistic distributions throughout the transistor and confirmed cooling and heating in the source and drain regions, the development of a
ballistic peak, and velocity overshoot and consequent current increase. Finally, the results reported here also support the conclusions of Nekovee, et al. [39] that conventional, macroscopic moment-based transport models cannot describe transport in the quasi-ballistic regime.
3. BENCHMARKING MACROSCOPIC TRANSPORT MODELS FOR NANOTRANSISTOR TCAD

We benchmark macroscopic transport models against the ballistic limit in a realistic MOSFET structure to assess their validity in the near-ballistic regime and identify the challenges to a new macroscopic model valid from the diffusive to the ballistic limit. The macroscopic transport models tested in this study are drift-diffusion, Bude’s drift-diffusion, and an energy transport model. We perform the benchmarking study with quasi-2D simulation on a model 10 nm ultra-thin body double-gate MOSFET. We confirm from our results that none of those macroscopic models successfully provides reliable predictions for nanotransistors operating in the near-ballistic regime and we explain the reason for the failure.

3.1 Introduction

Recently, aggressive scaling down of MOSFETs has made device engineers concerned about ballistic transport in the nanoscale regime where the validity of conventional macroscopic transport models is questionable [30]. For the past few years, device researchers have begun to note that drift-diffusion underestimates the on-current of nanoscale MOSFETs [11] and that despite the success in modeling hot carrier effects, advanced transport models (e.g., energy transport) may substantially overestimate the on-current in the near-ballistic regime [12]. There have been previous studies on ballistic transport in n-i-n structures [12] [32], but the essential physics of charge control and current limits in transistors [22] cannot be fully appreciated with those structures. Also, there have been attempts to extend the use of the conventional macroscopic models into the near-ballistic regime by adjusting parameters in those models [11] [41]. Hence, we benchmark macroscopic transport
models against the ballistic results obtained in [1] in a realistic, 10 nm ultra-thin body double-gate MOSFET (DGFET) depicted in Fig. 2.1 to assess their validity in the near-ballistic regime and to identify challenges to a macroscopic model valid from diffusive to ballistic regime.

The macroscopic transport models to be benchmarked are drift-diffusion (DD) in [11], Bude’s drift-diffusion [11], and an energy transport (ET) model [42]. The assumptions in those models appear in transport parameters and hierarchy closures. Among them, the most important is the low-field mobility ($\mu_0$) because it is involved in the lowest order polynomial approximation of the Boltzmann transport equation (BTE), and it is also proposed that $\mu_0$ continues to play a critical role in the on-current performance even in the near-ballistic regime [21] [29]. Moreover, there are attempts to enhance $\mu_0$ considerably to achieve suggested on-current performance targets [43]. Therefore, we benchmark the conventional models against the ballistic limit in our model device by changing $\mu_0$ from 0 (diffusive limit) to 500 cm$^2$/V·s (near-ballistic regime). Note that although we benchmark 1D transport models, our quasi-2D simulation [1] captures quantum confinement in the vertical direction and 2D electrostatics.

This chapter is organized as follows. In Section 3.2, we present the conventional models benchmarked in our study and show the benchmarking results in Section 3.3. Then, we discuss the results in Section 3.4 and finally summarize in Section 3.5.

### 3.2 Conventional Macroscopic Transport Models

Starting with the momentum balance equation of the BTE, we obtain [44]

$$\vec{J}_n = qn\mu_n\vec{E} + 2\mu_n\nabla \cdot \vec{W}. \quad (3.1)$$

In the DD model, we ignore the drift component (asymmetry) in the tensor $\vec{W}$, and assume that the thermal energy in $\vec{W}$ that corresponds to carrier temperature $T_C$ is distributed isotropically (symmetry), and further that $\nabla T_C = 0$ (local transport) to
end the hierarchy [44]. Then, Eq. 3.1 becomes the well-known drift-diffusion equation (1D),

$$J_{nx} = qn\mu_n \varepsilon_x + qD_n \frac{dn}{dx},$$  \hspace{1cm} (3.2)

where $x$ is the direction of carrier transport, and $D_n = \mu_n k_B T_C/q$. Therefore, the DD model is valid only when the net carrier transport does not disturb the nearly symmetric carrier distribution and $\nabla T_C = 0$. Since there is no restriction to low-field, near-equilibrium conditions as far as $\nabla T_C$ is small [44], the DD model employs the Caughey-Thomas field-dependent mobility model [45] to describe high-field transport as well,

$$\mu_n = \mu_0 \left[ 1 + \left( \mu_0 \varepsilon_x / v_{sat} \right)^2 \right]^{-1/\beta},$$  \hspace{1cm} (3.3)

where $\mu_0$ is the low-field mobility, $v_{sat}$ is the saturation velocity, and $\beta$ is a constant [45]. Measured values for electrons in Si are $v_{sat} \approx 1.0 \cdot 10^7$ cm/s and $\beta = 2$ [46]. Also, $T_C = T_L$, where $T_L$ is lattice temperature, is usually assumed although it is not correct. Thus, Eqs. 3.2 and 3.3 with those measured parameters and the assumption that $T_C = T_L$ describe our DD model in this study.

Bude’s DD model used in our study is the same as the DD model except that $v_{sat} = 2.2 \cdot 10^7$ cm/s and $\beta = 1$ to allow carrier velocity to overshoot [11]. Note, however, that we test Bude’s DD model in a 10 nm double-gate MOSFET instead of the longer channel bulk MOSFETs in [11], and that inheriting all the assumptions employed in the DD model, the model only imitates the non-local effects by parameterizing the normal DD model.

To eliminate the local transport assumption, the ET model includes higher moment equations to describe the behavior of carrier energy based on the carrier temperature approach [44]. In 1D, we get the current equation as [42]

$$J_{nx} = qn\mu_n (T_C) n\varepsilon_x + q \left[ \mu_n (T_C) \frac{d}{dx} \left( \frac{k_B T_C}{q} n \right) + n \frac{k_B T_C}{q} \frac{\partial \mu_n (T_C)}{\partial T_C} \frac{dT_C}{dx} \right],$$  \hspace{1cm} (3.4)

with

$$\mu_n (T_C) = \mu_0 \left( 1 + \left[ \frac{F_{dim} k_B}{2} \frac{\mu_0}{q} \frac{\mu_0}{v_{sat} T_E} \left( T_C - T_0 \right)^2 \right]^{1/2} \right)^{-1/2},$$  \hspace{1cm} (3.5)
where $\mu_0$ is again the low-field mobility, $\tau_E$ is an energy relaxation time, $v_{sat}$ is saturation velocity ($1.0 \cdot 10^7$ cm/s), and $F_{dim}$ is a degree of freedom. The carrier temperature $T_C$ is no longer constant but an unknown that involves the energy balance and the energy flow equations, which are

$$\frac{dS}{dx} = \frac{1}{q} J_{nx} \varepsilon_x - \frac{F_{dim}}{2} n \frac{k_B T_C - T_0}{\tau_E},$$

(3.6)

and

$$S = -\frac{5}{2} \frac{k_B T_C}{q} \left[ J_{nx} \frac{d}{dx} \left( \frac{\eta \mu}{q} \right) + C_Q \mu \frac{d}{dx} \left( \frac{k_B T_C}{q} \right) \right],$$

(3.7)

where $C_Q = 1.0$. Then, the ET model in our study is described by Eqs. 3.4 $\sim$ 3.7 with $F_{dim} = 2$ for the 2D momentum space due to the vertical quantum confinement. Among the parameters in the model, $\tau_E$ is the most influential to the on-current next to $\mu_0$. Hence, we change $\mu_0$ from 0 to 500 cm$^2$/V·s for $\tau_E = 0.1$ ps and 0.3 ps.

### 3.3 Benchmarking the Conventional Models against the Ballistic Results

Figure 3.1 shows the comparison of the I–V characteristics of the macroscopic models and the internal velocity profiles against the ballistic limit at $\mu_0 = 100$ and 300 cm$^2$/V·s. The ballistic model in this study is described in detail in [1]. In our 10 nm DGFET, the ET results show abnormal behavior at $\mu_0 = 300$ cm$^2$/V·s; the currents exceed the ballistic limit regardless of $\tau_E$ and the velocity profiles are unreasonable, especially near the source barrier (at the top of the barrier, the velocity should not exceed the thermal injection velocity, which is $1.8 \cdot 10^7$ cm/s this case). The DD model and Bude’s DD model behave as described in [11], but unlike in the longer channel bulk MOSFETs in [11], the velocity overshoot of Bude’s model is less pronounced compared to the injection velocity at the top of the barrier.

For further investigation, we produce $I_{ON}$ vs. $\mu_0$ and $v_{inj}$ vs. $\mu_0$ plots as shown in Fig. 3.2. The on-current of the DD model saturates at about 50% of the ballistic limit because its injection velocity approaches $1.0 \cdot 10^7$ cm/s, which is about 50% of the ballistic limit ($1.8 \cdot 10^7$ cm/s). Hence, the DD model underestimates $I_{ON}$ as
Fig. 3.1. Top: I–V curves of the ballistic BTE (solid lines), ET (o with $\tau_E = 0.3$ ps, x with 0.1 ps), Bude’s DD (square), DD (*). Bottom: Velocity profiles of the ballistic BTE (solid), ET (dotted with $\tau_E = 0.3$ ps, dashed with 0.1 ps), Bude’s DD (dash-dotted), DD (thick dotted).
transport becomes more ballistic. Bude’s DD model seems to approach the ballistic limit gracefully because \( v_{\text{inj}} \) approaches \( 2.2 \cdot 10^7 \) cm/s, which is close to \( 1.8 \cdot 10^7 \) cm/s. However, its maximum velocity is limited by \( 2.2 \cdot 10^7 \) cm/s although \( v_{\text{inj}} \) is approaching it with increasing \( \mu_0 \), and eventually the Bude’s DD model will display no velocity overshoot in the ballistic limit. This is not physical because its maximum velocity should approach the maximum velocity of the ballistic limit. The ET model substantially overestimates \( I_{\text{ON}} \) because its injection velocity goes beyond the ballistic limit even when \( \mu_0 < 200 \; \text{cm}^2/\text{V} \cdot \text{s} \). Even with more energy relaxation (\( \tau_E = 0.1 \) ps), it exceeds the physical limit. As mentioned in the previous section, we can see that the sensitivity of \( I_{\text{ON}} \) to \( \mu_0 \) is dominant over that to \( \tau_E \).

### 3.4 Discussion

The carrier distribution in the near-ballistic regime shows two distinctive features in its shape: the asymmetry at the top of the barrier associated with the current limiting process, and the development of ballistic peaks that accounts for velocity overshoot and the behavior of high energy carriers [1]. Note that the asymmetry at the top of the barrier (i.e., the current limiting process) cannot be captured by any
lower order polynomial approximation of the whole carrier distribution employed in conventional models [39] and that the development of ballistic peaks (i.e., velocity overshoot and high energy carrier effects) is neither a diffusion of high temperature carriers nor a drift but a convective motion [1]. In addition, in nanoscale MOSFETs, to capture the injection limit correctly, degenerate statistics of quantum confinement carriers should be considered as well [1].

The distinctive features of nanoscale carrier transport are not taken into account in conventional macroscopic models (not only the models tested in this study but also other models such as energy balance or hydrodynamic models). All conventional macroscopic models fail to describe the asymmetric distribution function at the top of the barrier [1] [39], and thus are unable to capture the thermal injection limit accurately (i.e., on-current). Also, they do not capture the development of ballistic peaks, thus are unable to describe velocity overshoot and the behavior of high energy carriers correctly. In other words, since the hierarchy closures of the macroscopic moment equations are associated with the behavior of carrier velocities (e.g., average velocity, and average energy) [44], without describing the development of ballistic peaks correctly, the hierarchy cannot be closed correctly, thus conventional models may not work in the near ballistic regime.

The DD model underestimates the ballistic on-current due to its incorrect limit on the carrier velocity and shows no velocity overshoot due to its local transport assumption. Despite its graceful near-ballistic on-current behavior, Bude’s DD model substantially underestimates velocity overshoot in the near ballistic regime due to the same local transport assumption employed in the DD model. The ET model considerably overestimates the on-current and fails to capture the behavior of carrier energy correctly (regardless of the different choice of $\tau_E$) unless $\mu_0$ is used as a fitting parameter. It is because in addition to its incapability of imposing thermal injection limit, the ET model describes velocity overshoot with carrier temperature (broadening of carrier distribution) instead of the development of ballistic peaks. The incorrect behavior of high energy carriers in the model causes the injection velocity
to exceed the ballistic injection limit. With the same argument, we can also criticize the hydrodynamic model because it describes velocity overshoot with drift energy without limiting the injection velocity. However, if the source/drain series resistance dominates over the channel resistance, the above discrepancy will not appear as a serious problem in I–V because it reduces the difference in current through negative feedback.

3.5 Summary

We have benchmarked conventional macroscopic transport models against the ballistic limit in a nanoscale MOSFET and demonstrated that none of them is capable of providing reliable predictions for nanotransistors operating near the ballistic limit. Also, we have explained the reason for the failure and identified the challenges to a macroscopic model valid from diffusive to ballistic limit as:

- To impose thermal injection limit by capturing the asymmetry of carrier distribution at the top of the barrier
- To properly describe the velocity overshoot and the behavior of carrier energy associated with the development of ballistic peaks
- To include degenerate carrier statistics and quantum confinement if it affects the injection limit.
4. A DRIFT-DIFFUSION EQUATION FOR BALLISTIC TRANSPORT IN NANOSCALE FETS

We develop a drift-diffusion equation that describes ballistic transport in nanoscale FETs. We develop the directed-moment approach, in which we treat injection from different contacts separately, and describe each injection with a set of extended McKelvey’s one-flux equations that include new hierarchy closure approximations appropriate for high-field ballistic transport and degenerate carrier statistics. Then, we re-express the extended one-flux equations in a drift-diffusion form with a properly defined Einstein relationship. The results obtained for nanoscale FETs show an excellent agreement with the solution of the ballistic Boltzmann transport equation with no fitting parameters. These results show that a macroscopic transport model based on the moments of the Boltzmann transport equation can describe ballistic transport.

4.1 Introduction

As transistors are scaled down to their ultimate limit, carrier transport may approach the ballistic limit. This imposes a great challenge on predictive assessments of device performance, especially the on-current of transistors, because: 1) commonly used macroscopic transport models assuming collision-dominated transport are expected to lose their validity near the ballistic limit [39] [47], and 2) computational burdens of reliable first principle simulators (Monte Carlo simulators [9] or full Boltzmann solvers [48]) preclude them from routine use for extensive design studies. A macroscopic model derived from the moments of the Boltzmann transport equation (BTE) capable of describing carrier transport from the diffusive to the ballistic limit would be of great interest. Because conventional moment-based macroscopic models (e.g., drift-diffusion, or energy transport models) fail in the ballistic limit [39] [47],
we turn our attention to McKelvey’s one-flux method [27] [28], whose usefulness in qualitatively describing quasi-ballistic transport was demonstrated in the scattering theory [21]. But, the one-flux method is unable to describe carrier acceleration in a high-field region (e.g., the channel or the collector of a transistor) [49]. In this chapter, we develop the directed-moment approach by extending McKelvey’s one-flux method and consequently a drift-diffusion equation to describe pure ballistic transport in nanoscale FETs.

We solve the ballistic drift-diffusion equation for the model MOSFET shown in Fig. 2.1 and compare the results to the ballistic BTE solution obtained in [1]. The model device is a 10 nm channel-length, double-gate MOSFET with an ultra thin body thickness of 1.5 nm. The gate oxides are 1.5 nm and both top and bottom gates have a mid-gap workfunction. The strong quantum confinement across the thin body provides two simplifying assumptions: 1) the one subband model for which we assume all carriers are accommodated in the lowest subband, and 2) the quasi-two-dimensional (2D) simulation in which we solve one-dimensional (1D) transport along the body and the 1D Schrödinger equation across the body self-consistently with the 2D Poisson equation [1].

We also test the ballistic drift-diffusion equation for the model coaxial gate carbon nanotube (CNT) FET shown in Fig. 4.1, which was examined in [2]. The geometry and the bandstructure of the CNTFET, which are different from those of the above planar MOSFET, are considered in the simulation. The channel length is 10 nm and the diameter of the tube is 1 nm. The insulator is 1 nm thick with the relative dielectric constant \( \kappa = 4 \) and the gate work function is 4.23 eV. The source/drain extension regions are doped at \( 10^7 \) cm\(^{-1} \). Thanks to the strong quantum confinement around the circumference of the tube, we also apply the quasi-2D approach where we solve 1D transport along the tube and the 1D Schrödinger equation around the tube, and obtain a volume charge density to put into a 3D Poisson equation with radial symmetry.
Fig. 4.1. Schematic of the model CNTFET.

The chapter is organized as follows. In Section 4.2, we examine the assumptions employed in the one-flux method. In Section 4.3, we present the directed-moment approach and the set of extended one-flux equations that can describe ballistic transport. In Section 4.4, we convert the extended one-flux equations into a drift-diffusion equation and solve in the ballistic limit for our model devices, and compare the results against the solutions of ballistic BTE in Section 4.5. Finally, we conclude in Section 4.6.

4.2 McKelvey’s One-Flux Method

Figure 4.2 illustrates the idea of McKelvey’s one-flux method [27] [28]. The two flux densities, $J^+(x)$ and $J^-(x+dx)$ (defined positively), incident on a semiconductor slab with thickness $dx$ transmit or reflect with the backscattering probabilities per length, $\xi$ and $\xi'$, respectively, contributing to the outward fluxes $J^-(x)$ and $J^+(x+dx)$. This is described by the one-flux equations [27] [28], which are given as

$$\frac{dJ^+}{dx} = -\xi J^+ + \xi' J^-$$

(4.1)

$$\frac{dJ^-}{dx} = -\xi J^+ + \xi' J^-,$$

(4.2)
Fig. 4.2. Illustration of McKelvey’s one-flux method. The two fluxes, $J^+(x)$ and $J^-(x + dx)$ are incident on a semiconductor slab with thickness $dx$, and transmit or backscatter inside with the backscattering probabilities per length, $\xi$ and $\xi'$, respectively.

where the backscattering probabilities per length are

$$\xi = \begin{cases} 
\xi_0 + \frac{q\mathcal{E}_x}{k_B T_L} & \mathcal{E}_x > 0 \\
\xi_0 & \mathcal{E}_x < 0
\end{cases} \quad (4.3)$$

$$\xi' = \begin{cases} 
\xi_0 & \mathcal{E}_x > 0 \\
\xi_0 - \frac{q\mathcal{E}_x}{k_B T_L} & \mathcal{E}_x < 0
\end{cases} \quad (4.4)$$

The low-field backscattering probability per length $\xi_0$ is associated with the low-field mobility $\mu_0$ through Shockley’s relation [28], and $T_L$ is the lattice temperature. See Appendix B.1 for a brief derivation of Eqs. 4.1 ~ 4.4. The backscattering coefficients $\xi$ and $\xi'$ consist of two terms: 1) backscattering by actual scattering ($\xi_0$) and 2) backscattering by reflection due to an opposing electric field ($\mathcal{E}_x$) as shown in Fig. 4.3. In Eqs. 4.3 and 4.4, the effect of actual scattering is assumed to be symmetric under a low-field condition. By specifying the incoming fluxes at the boundaries, we can solve Eqs. 4.1 ~ 4.4 for $J^\pm$. However, to solve them self-consistently with the Poisson equation, we need to know the carrier densities $n^\pm$ associated with $J^\pm$, which can be obtained by specifying the average velocities of $\pm$ streams, $\langle v_x \rangle^\pm$, because

$$J^\pm = n^\pm \langle v_x \rangle^\pm. \quad (4.5)$$
As in conventional moment equations, the average velocities are obtained in two ways: 1) by solving the next order moment equations or 2) by employing hierarchy closure approximations [44]. The one-flux method closes the hierarchy by assuming \( \langle v_x \rangle^\pm \) to be the average velocity of hemi-Maxwellian, i.e.,

\[
\langle v_x \rangle^\pm \cong v_T = \sqrt{\frac{2k_B T_L}{\pi m^*}}.
\]  

(4.6)

Thanks to its flux description, the one-flux method successfully describes carrier transport from the diffusive to the ballistic limit when there is negligible acceleration, e.g., transport across a thin base [50]. However, the one-flux equations are derived from the zeroth moments of the BTE [49], in which the number of carriers in streams do not change due to acceleration. Thus, the field terms describe backscattering only and are associated with hemi-Maxwellian distributions in nondegenerate conditions (see Appendix B.1). The effect of acceleration such as velocity overshoot should be cast into hierarchy closure approximations on \( \langle v_x \rangle^\pm \), which is missing in Eq. 4.6. In conclusion, the one-flux method is valid under nondegenerate conditions with negligible acceleration.
Fig. 4.4. Types of transport in a nanoscale MOSFET under bias. $E_{\text{max}}$ is the maximum of the subband energy $E_S(x)$. In the channel region after the source barrier, $J_S^+$ is accelerated by the electric field whereas $J_D^-$ is decelerated and then backscattered by the barrier.

4.3 Directed Moment Approach and Extended One-Flux Method for Ballistic MOSFETs

4.3.1 Separating injections, new closure approximations, and degenerate statistics

Figure 4.4 shows types of transport in a nanoscale MOSFET. In the channel region after the source barrier, the + stream from the source ($J_S^+$) is accelerated by the electric field whereas the injection from the drain contact ($J_D^-$) is decelerated and backscattered. Different populations experience different types of transport in the same region. Therefore, it is natural to treat the source-injected fluxes separately from the drain-injected fluxes and then describe each injection with the one-flux equations as illustrated in Fig. 4.5. In other words, we solve one set of flux equations for the source-injected carriers and another for the drain-injected carriers. The total carrier density and the net current are the sum of the quantities obtained for each injection. The idea of separating injections is based on the linearity of the ballistic
BTE; we solve the BTE for the source injection and the drain injection separately and then obtain the final distribution as a superposition of the two. This approach enables us to apply different macroscopic approximations (scattering parameters and hierarchy closure assumptions) to the sets of flux equations that describe different populations. It is obvious that we can use the original one-flux equations for streams under deceleration (e.g., drain-injected fluxes under bias), but new approximations are required to describe streams under acceleration. Another modification required for a nanoscale MOSFET is to include degenerate carrier statistics because they may affect the on-current [1]. In the ballistic limit, we can implement degenerate statistics into each injection separately.

In conclusion, we will extend McKelvey’s one-flux method by: 1) treating carriers injected from the source and drain separately, 2) introducing new hierarchy closure approximations for the streams under acceleration, and 3) including degenerate carrier statistics. We name this approach as the directed moment approach since it is based on the partial moments of the BTE associated with the directions of carrier flow.
4.3.2 Ballistic one-flux equations with degeneracy for a nanoscale MOS-FET

In the ballistic limit ($\xi_0 = 0$) with degenerate carrier statistics, the backscattering coefficients become (see Appendix B.2 for a derivation.)

$$\xi = \begin{cases} + \frac{g_F}{k_B T_L} F_{\mathrm{deg}}^+ (\eta_+) & \mathcal{E}_x > 0 \\ 0 & \mathcal{E}_x < 0 \end{cases}$$

(4.7)

$$\xi' = \begin{cases} 0 & \mathcal{E}_x > 0 \\ - \frac{g_F}{k_B T_L} F_{\mathrm{deg}}^- (\eta_-) & \mathcal{E}_x < 0 \end{cases}$$

(4.8)

For 2D electrons in the lowest subband of our model device, the degeneracy factors are

$$F_{\mathrm{deg}}^\pm (\eta_\pm) = \frac{\mathcal{F}_{-1/2} (\eta_\pm)}{\mathcal{F}_{1/2} (\eta_\pm)},$$

(4.9)

where $\mathcal{F}_{-1/2}$ and $\mathcal{F}_{1/2}$ are Fermi-Dirac integrals of order -1/2 and 1/2, and the normalized energies are

$$\eta_\pm (x) = (\mu_\pm - E_S (x))/k_B T_L,$$

(4.10)

in which $\mu_+$ and $\mu_-$ are the Fermi-levels associated with + and − stream respectively, and $E_S(x)$ is the lowest subband energy of our model device. The Fermi-levels depend on whether a stream comes from the source or from the drain contact [1].

For the source injection, we solve Eqs. 4.1 and 4.2 with the backscattering coefficients in Eqs. 4.7 and 4.8. The normalized energies are

$$\eta_+ (x) = \eta_S (x) = (\mu_S - E_S (x))/k_B T_L$$

(4.11)

$$\eta_- (x) = \eta_S (x_{\text{max}}) = (\mu_S - E_S (x_{\text{max}}))/k_B T_L,$$

(4.12)

where $\mu_S$ is the Fermi-level of the source contact and $x_{\text{max}}$ is the position of the top of the source barrier. In the region $x_{\text{max}} < x < L$ where $\mathcal{E}_x < 0$ in Fig. 4.4, $\eta_- (x)$ can be any finite value because there is no source injected negative stream in the ballistic
limit. Thus, Eq. 4.12 causes no error in the ballistic limit. In a similar way, we solve Eqs. 4.1 and 4.2 for the drain injection with

\[
\eta_+ (x) = \eta_D (x_{\text{max}}) = \left( \mu_D - E_S (x_{\text{max}}) \right) / k_B T_L
\] (4.13)

\[
\eta_- (x) = \eta_D (x) = \left( \mu_D - E_S (x) \right) / k_B T_L,
\] (4.14)

where \( \mu_D \) is the Fermi-level of the drain contact.

To solve Eqs. 4.1 and 4.2, we need to specify: 1) hierarchy closure assumptions on the average velocities of source and drain injections, \( \langle v_x \rangle_S \) and \( \langle v_x \rangle_D \), and 2) boundary conditions for source and drain injections.

### 4.3.3 Ballistic hierarchy closure approximations for the streams under acceleration

Figure 2.7 depicts the development of ballistic peaks along the channel of the model device [1], and Fig. 4.6 shows the corresponding average velocity profiles under bias. Figure 2.7 implies that in the ballistic limit, the distribution function approaches a Dirac delta function, and can be written as (assuming parabolic band structure)

\[
f (x, \vec{p}) = g (x) \cdot \delta \left( \vec{p} - \vec{x}_{p_{\text{max}}} \right),
\] (4.15)

\[
p_{x_{\text{max}}} = \sqrt{2m_t^* (E_{\text{max}} - E_S (x))},
\] (4.16)

where \( E_{\text{max}} \) is the maximum of \( E_S (x) \) (Fig. 4.4) and \( m_t^* \) is the transverse effective mass of ellipsoidal valleys of Si. As shown in Fig. 2.7, in the limit where the \( \delta \)-peak approximation applies, the distribution in Eq. 4.15 yields

\[
\langle v_x \rangle = \sqrt{\langle v_x^2 \rangle} = ... = \sqrt[\ell]{\langle v_x^l \rangle} = \frac{p_{x_{\text{max}}}}{m_t^*},
\] (4.17)

where \( \ell \) is the order of moments. Consequently, Eq. 4.17 allows us to terminate the hierarchy of macroscopic moments. This is analogous to Baraff’s maximum anisotropy closure for the spherical harmonics expansion of the distribution function [19].
Fig. 4.6. The profiles of average velocities at the first (solid), second (dashed), and the third order moments (dash-dotted) in the ballistic limit. In the channel region where the ballistic peak develops as shown in Fig. 2.7, Eq. 4.17 is a valid approximation.
We build ballistic closures for \( \langle v_x \rangle_S^+ \) and \( \langle v_x \rangle_D^+ \) based on the above argument. In \( 0 < x < x_{\text{max}} \), only \( J_D^- \) experiences acceleration and in \( x_{\text{max}} < x < L \), only \( J_S^+ \) does. Hence, the following closure assumptions can apply,

\[
\langle v_x \rangle_S^+ = \begin{cases} 
\bar{v}_T(\eta_S(x)) & 0 < x < x_{\text{max}} \\
\sqrt{\bar{v}_T^2(\eta_S(x)) + \frac{2(E_{\text{max}} - E_S(x))}{m_i^2}} & x_{\text{max}} < x < L
\end{cases}
\] \( (4.18) \)

\[
\langle v_x \rangle_S^- = \bar{v}_T(\eta_S(x)) \quad 0 < x < x_{\text{max}} 
\]

\[
\langle v_x \rangle_D^+ = \bar{v}_T(\eta_D(x)) \quad x_{\text{max}} < x < L
\] \( (4.20) \)

\[
\langle v_x \rangle_D^- = \begin{cases} 
\sqrt{\bar{v}_T^2(\eta_D(x)) + \frac{2(E_{\text{max}} - E_S(x))}{m_i^2}} & 0 < x < x_{\text{max}} \\
\bar{v}_T(\eta_D(x)) & x_{\text{max}} < x < L
\end{cases}
\] \( (4.21) \)

The degenerate thermal velocity \( \bar{v}_T(\eta) \) for a two-dimensional electron gas (2DEG) is given as [33]

\[
\bar{v}_T(\eta) = \sqrt{\frac{2k_B T_L}{\pi m_i^*}} \frac{\mathcal{F}_{1/2}(\eta)}{\ln(1 + e^\eta)}.
\] \( (4.22) \)

There are two things worth noting in Eqs. 4.18 \~{} 4.21. First, the closures in Eqs. 4.18 and 4.21 reduce to near-equilibrium closures at \( x_{\text{max}} \) (because \( E_{\text{max}} - E_S(x) = 0 \)) capturing the injection limit properly, but become high-field ballistic closures satisfying Eq. 4.17 where the accelerated carriers develop to a \( \delta \)-peak away from \( x_{\text{max}} \). Second, \( \langle v_x \rangle_S^- \) in \( x_{\text{max}} < x < L \) and \( \langle v_x \rangle_D^+ \) in \( x_{\text{max}} < x < L \) are not specified because in the ballistic limit, \( J_S^- \) and \( J_D^+ \) do not exist in the respective regions.

### 4.3.4 Boundary conditions

To solve Eqs. 4.1 and 4.2 self-consistently with the Poisson equation, the carrier densities and flux densities of the streams coming into the device should be specified. Those quantities are directly obtained from the distributions given at the contacts. For the source injection, the boundary distributions of the incoming fluxes are

\[
f_S(x = 0, p_x > 0) = \frac{1}{1 + \exp [(E(x = 0) - \mu_S)/k_BT_L]}
\] \( (4.23) \)
at the source contact, and
\[ f_S(x = L, p_x < 0) = 0 \quad (4.24) \]
at the drain contact if perfect absorbing contacts are assumed [1]. In Eqs. 4.23 and 4.24, the total energy of a 2D electron in the \( x \)-\( y \) plane (due to the vertical confinement in \( z \) in our model device) is
\[ E(x) = E_S(x) + \frac{p_x^2 + p_y^2}{2m^*_t}. \quad (4.25) \]
For the drain injection, the boundary distribution given at the drain contact is
\[ f_D(x = L, p_x < 0) = \frac{1}{1 + \exp \left[ (E(x = L) - \mu_D)/k_B T_L \right]}, \quad (4.26) \]
and at the source contact, it is
\[ f_D(x = 0, p_x > 0) = 0. \quad (4.27) \]
Then, integrating the above boundary distributions, we obtain the boundary conditions, which are
\[ n_S^+(0) = \frac{m^*_t k_B T_L}{2\pi \hbar^2} \log \left[ 1 + \exp \left( \eta_S(0) \right) \right], \quad (4.28) \]
\[ J_S^+(0) = n_S^+(0) \bar{v}_T (\eta_S(0)), \quad (4.29) \]
and
\[ J_S^-(L) = 0 \quad (4.30) \]
for the source injection, and
\[ n_D^-(L) = \frac{m^*_t k_B T_L}{2\pi \hbar^2} \log \left[ 1 + \exp \left( \eta_D(L) \right) \right], \quad (4.31) \]
\[ J_D^-(L) = n_D^-(L) \bar{v}_T (\eta_D(L)), \quad (4.32) \]
and
\[ J_D^+(0) = 0 \quad (4.33) \]
for the drain injection, respectively.

In principle, we solve Eqs. 4.1 and 4.2 with Eqs. 4.28 \~{} 4.30 for the source injection, and with Eqs. 4.31 \~{} 4.33 for the drain injection. However, we convert the extended
one-flux equations and the boundary conditions into a drift-diffusion form and solve numerically using the Scharfetter-Gummel discretization method [51]. The procedure is illustrated in the flow chart in Fig. 4.7.

4.4 A Drift-Diffusion Equation for Ballistic MOSFETs

4.4.1 Conversion into a drift-diffusion equation

By subtracting and adding Eqs. 4.1 and 4.2, we obtain

\[
\frac{dJ}{dx} = 0
\]

(4.34)

\[
J = - \frac{\xi - \xi'}{\xi + \xi'} v_T N - \frac{v_T}{\xi + \xi'} \frac{dN}{dx}
\]

(4.35)
where the quantities \( J \) and \( N \) are defined as

\[
J \equiv J^+ - J^- \quad [1/cm^2 \cdot s],
\]

and

\[
N \equiv \left(J^+ + J^-\right) / \nu_T \quad [cm^{-3}].
\]

The thermal velocity \( \nu_T \) given in Eq. 4.37 just defines the unit of \( N \). Note that \( J \) denotes the net flux density but that \( N \) is not the actual carrier density but simply represents the sum of \( J^\pm \) in the unit of carrier density. Thus, Eq. 4.35 is not restricted to the carriers moving at a fixed velocity \( \nu_T \). Using Eqs. 4.3 and 4.4 with the implementation of degenerate statistics, Eq. 4.35 can be expressed as a drift-diffusion equation,

\[
J = -\mu^* \mathcal{E}_x N - D^* \frac{dN}{dx},
\]

The equivalent mobility \( \mu^* \) and diffusivity \( D^* \) are defined as

\[
\mu^* \equiv \frac{\nu_T}{2 \xi_0 \frac{k_B T_L}{F_{\text{deg}}} + |\mathcal{E}_x|} \quad [cm^2/V \cdot s],
\]

and

\[
D^* \equiv \frac{k_B T_L}{qF_{\text{deg}}} \mu^* \quad [cm^2/s],
\]

where

\[
F_{\text{deg}} = \begin{cases} 
F_{\text{deg}}^+(\eta_+) & \mathcal{E}_x > 0 \\
F_{\text{deg}}^- (\eta_-) & \mathcal{E}_x < 0 
\end{cases}
\]

Although Eq. 4.38 is in a drift-diffusion form, it describes spatial variation of flux densities due to transmission and reflection as in the original one-flux equations. In the near-equilibrium diffusive limit, Eq. 4.35 reduces to a drift-diffusion equation and the equivalent mobility and diffusivity become the low-field mobility and corresponding diffusivity [28]. However, when \( \xi_0 = 0 \), Eqs. 4.38 \( \sim 4.41 \) describe ballistic transport. Equation 4.40 is an equivalent Einstein relation under degenerate conditions, which originates from the equilibrium Fermi-Dirac distribution associated with
field backscattering (see Appendix B.2). For degenerate bulk semiconductors, the Einstein relation is [52]

$$\frac{D}{\mu} = \frac{k_B T_L}{q} \left( \frac{n}{dn/d\eta} \right)^{-1}, \quad (4.42)$$


which would yield the degeneracy factor for the 2D carriers in our model device as

$$F_{\text{deg}} = \frac{n}{dn/d\eta} = \frac{\mathcal{F}_{-1}(\eta)}{\mathcal{F}_0(\eta)} = \frac{e^\eta}{(1 + e^\eta) \ln (1 + e^\eta)}, \quad (4.43)$$

where $n$ is carrier density. However, the degeneracy factors in Eq. 4.9 imply that

$$F_{\text{deg}}^\pm = \frac{\mathcal{F}_{-1/2}(\eta_\pm)}{\mathcal{F}_{1/2}(\eta_\pm)} = \frac{J^\pm}{dJ^\pm/d\eta_\pm} \quad (4.44)$$

Equation 4.44 reduces to Eq. 4.43 when the degeneracy associated with the average velocities is independent of position (or $\eta_\pm$), which is true in uniform bulk semiconductors.

### 4.4.2 Boundary conditions

Using Eqs. 4.36 and 4.37, the boundary conditions for Eqs. 4.34 and 4.38 are expressed as

$$N(0)(v_T - \mu^* \mathcal{E}_z(0)) - D^* \frac{dN}{dx} \bigg|_0 = 2J^+(0) \quad (4.45)$$

at the source contact, and

$$N(L)(v_T + \mu^* \mathcal{E}_z(L)) + D^* \frac{dN}{dx} \bigg|_L = 2J^-(L) \quad (4.46)$$

at the drain contact, where $J^+(0)$ and $J^-(L)$ are given in Eqs. 4.29 and 4.30 for the source injection and Eqs. 4.32 and 4.33 for the drain injection. We solve Eqs. 4.34 and 4.38 for the source injection using the Scharfetter-Gummel discretization technique [51] with the boundary conditions given by Eqs. 4.45 and 4.46 to obtain $N_S(x)$ and $J_S(x)$ or $J_S^\pm(x)$. The discretization of the equations and the boundary conditions are described in Appendix B.3. Then, using the closure assumptions in Eqs. 4.18 and 4.19, we get the carrier densities of the source injection, $n_S^\pm$ using Eq. 4.5. Simi-
larly, we solve Eqs. 4.34 and 4.38 for the drain injection using Eqs. 4.45 and 4.46 to obtain \( J_D^\pm \), and then \( n_D^\pm \). The total carrier density is then,

\[
n = n_S^\pm + n_S^- + n_D^\pm + n_D^-,
\]

and the total flux net density is

\[
J = \left( J_S^\pm - J_S^- \right) + \left( J_D^\pm - J_D^- \right).
\]

### 4.5 Results

The \( I_D-V_{DS} \) characteristics and injection quantities vs. drain bias (injection velocity and injection charge density at the top of the barrier) of the model nanoscale MOSFET are plotted in the left column of Fig. 4.8. They are in an excellent agreement with the solution of the ballistic BTE [1] showing that the new closure approximations in Eqs. 4.18 ~ 4.21 do not cause error in capturing the injection limit. Then, we plot profiles of internal quantities (the first subband profile, internal velocity, and charge density vs. position) in the right column of Fig. 4.8. Also, they show an excellent overall agreement with the solution of the ballistic BTE except the tolerable errors in the low-field region after the barrier where the \( \delta \)-peak assumption in Eq. 4.17 is not valid.

In Fig. 4.9, similar plots are obtained for the model CNTFET in Fig. 4.1. We make proper modifications to the bandstructure and the transverse mode calculation in the Fermi-Dirac integrals as shown in Appendix B.4 so that it can be compared to the ballistic BTE result obtained in [2]. They also show good agreement with the results of the ballistic BTE although the mismatch caused by the assumption in Eq. 4.17 is more pronounced than in the MOSFET case.

These results show that a macroscopic transport model based on the moments of the BTE can describe carrier transport in the ballistic limit for nanoscale FETs.
Fig. 4.8. Results for the model MOSFET. The I–V characteristics and injection quantities vs. $V_{DS}$ (left column), and the profiles of the first subband energy, carrier velocity, and the charge density along the position (right column). The results of the ballistic drift-diffusion equation (x or dashed lines) accurately match the results of the ballistic BTE from [1] (square or solid lines).
Fig. 4.9. Results for the model CNTFET. The I–V characteristics and injection quantities vs. $V_{DS}$ (left column), and the profiles of the first subband energy, carrier velocity, and the charge density along the position (right column). The results of the ballistic drift-diffusion equation (x or dashed lines) well match the results of the ballistic BTE from [2] (square or solid lines).
4.6 Summary

We derived and solved a drift-diffusion equation in the ballistic limit for nanoscale FETs. The equations are developed from the directed-moment approach, which extends McKelvey’s one-flux method by: 1) treating carrier injection from the source and drain separately, 2) introducing new hierarchy closure approximations for the streams under acceleration, and 3) including degenerate carrier statistics involving a properly-defined Einstein relation. The results show that a moment-based macroscopic transport model can describe ballistic transport in excellent agreement with the solution of the ballistic BTE with no fitting parameters.

The development of the ballistic macroscopic equation was relatively simple because the hierarchy closure approximations were independent of scattering. When scattering is present, however, this simplification should be re-examined. The scattering and the accelerating electric field bring in complicated transport because the strength of scattering depends on the carriers’ kinetic energy, which again depends on the interplay of the accelerating field and the impeding scattering. Describing these phenomena in an acceptable error range still remains as the most difficult challenge in developing a macroscopic model valid in the high-field quasi-ballistic regime.
5. A DRIFT-DIFFUSION EQUATION FOR QUASI-BALLISTIC TRANSPORT IN NANOSCALE MOSFETS

We develop a drift-diffusion type macroscopic transport model that can describe carrier transport from the diffusive limit to the ballistic limit in a nanoscale MOSFET. We also establish physical upper and lower limits for the current-voltage (I–V) characteristics and average carrier velocities. Because the range between these two limits is narrow, they can be used to assess the validity of various transport models. The I–V characteristics and the channel velocity profiles obtained for a model nanoscale MOSFET fall between the two limits, showing that our new drift-diffusion model can describe quasi-ballistic transport within a tolerable amount of error as well as diffusive and ballistic transport. Finally, we discuss the limitations of the model.

5.1 Introduction

As transistors are scaled down to their ultimate limit, carrier transport may approach the ballistic limit, where commonly used macroscopic transport models may lose their validity [12] [39] [47]. Thus, it is of interest to develop a new, reliable macroscopic transport model that can routinely assess various nanoscale transistor design options. Figure 2.7 shows the ballistic distribution function at different locations along the channel direction under high gate and drain bias in a nanoscale double-gate MOSFET depicted in Fig. 2.1. The corresponding conduction energy band profile is illustrated in Fig. 5.1. The overall distribution is highly distorted from that of collision-dominated transport. Note that there are two distinct populations that experience different transport in the same region. The carriers injected from the
source cross the source-channel barrier showing equilibrium hemi-Fermi-Dirac distribution and then get accelerated in the channel developing into a ballistic peak. The carriers from the drain are decelerated by the strong channel electric field undergoing near-equilibrium transport and are essentially confined in the drain region. As discussed in Chapter 2, the asymmetric but near-equilibrium shape distribution at the top of the barrier sets the thermal injection limit that primarily determines the on-current. The ballistic peak in the channel causes velocity to overshoot and affects the injection limit indirectly through two-dimensional (2D) electrostatics.

A new transport model for nanoscale transistors should be consistent with the physical picture described above. The challenges are [53]:

1. The two-population picture— we need two sets of transport equations: one for the source-injected carriers and the other for the drain-injected carriers.
2. Asymmetry in the distribution—especially at the top of the barrier

3. The ballistic peak and velocity overshoot—this requires us to develop different hierarchy closure approximations for different streams.

4. Degenerate carrier statistics must be treated—especially at the top of the barrier.

In the previous chapter, we developed a ballistic drift-diffusion model by extending McKelvey’s one-flux model [27] [28] resolving the above challenges, and demonstrated that it matches the results of the ballistic Boltzmann transport equation (BTE) [53]. In this chapter, we will add scattering to the ballistic DD model so that it can cover the entire regime of quasi-ballistic transport between the diffusive and the ballistic limits.

The chapter is organized as follows. In Section 5.2, we review the theory of the previously developed ballistic drift-diffusion model, and then implement a simple scattering model into it. We also identify physical upper and lower limits of transport. In Section 5.3, we show the results obtained for the model nanoscale MOSFET and compare them to the physical limits established in Section 5.2. In Section 5.4, we discuss the assumptions employed in our model and corresponding limitations. Finally, we summarize in Section 5.5.

5.2 Theory

5.2.1 Review of theory

We start from our previously developed ballistic drift-diffusion model in Chap. 4. The model equations in the form of a conventional drift-diffusion equation are

\[
\frac{dJ}{dx} = 0, \quad (5.1)
\]

and

\[
J = q\mu^* E_x N + qD^* \frac{dN}{dx}, \quad (5.2)
\]
The unknowns are the net current $J$ and the equivalent carrier density $N$ (not the actual carrier density), which are expressed in terms of flux densities $J^+$ and $J^-$ as

$$ J \equiv -q \left( J^+ - J^- \right), $$

and

$$ N \equiv \left( J^+ + J^- \right)/v_T. $$

(5.3) (5.4)

Note that the actual carrier density is

$$ n \left( x \right) \equiv J^+ \left( x \right)/v^+ \left( x \right) + J^- \left( x \right)/v^- \left( x \right), $$

(5.5)

where $v^+ \left( x \right)$ and $v^- \left( x \right)$ are the average velocities of the positive and negative fluxes.

The equivalent mobility $\mu^*$ and the equivalent diffusivity $D^*$ are defined as

$$ \mu^* \equiv \frac{v_T}{\mathcal{E}_{\text{scatt}} + |\mathcal{E}_x|}, $$

(5.6)

and

$$ D^* \equiv \frac{k_B T_L}{q F_{\text{deg}}} \mu^*. $$

(5.7)

The scattering field $\mathcal{E}_{\text{scatt}}$ accounts for the field-free backscattering effect, given as

$$ \mathcal{E}_{\text{scatt}} = 2\xi_0 \frac{k_B T_L}{q F_{\text{deg}}}, $$

(5.8)

where $\xi_0$ is the field-free backscattering probability per length, and $F_{\text{deg}}$ is a degeneracy factor that approaches unity for nondegenerate conditions. Equation 5.7 is a modified Einstein relation. Equations 5.1 and 5.2 reduce to the conventional drift diffusion model when $\mathcal{E}_{\text{scatt}} \gg |\mathcal{E}_x|$ [44].

We solve Eqs. 5.1 and 5.2 in the same way as in the ballistic drift-diffusion equation (see the flow chart in Fig. 4.7) except that we include the scattering term. In the previous chapter, scattering was set to zero and a hierarchy closure approximation to describe the ballistic peaks was constructed based on Baraff’s maximum anisotropy principle [19]. The challenge in this chapter is to include effects of scattering not only in the scattering term but also in the hierarchy closure approximations.
5.2.2 Addition of scattering

Here, we implement a simple scattering into the scattering term in Eq. 5.2. In determining the on-current and average carrier velocity, momentum relaxation scattering processes play the most important role. Low-energy acoustic phonon scattering and surface roughness scattering are the most effective in the low-field region around the top of the barrier. For this, we specify a constant mean-free-path $\lambda_{el}$, which is related to the low-field mobility as shown in Appendix C.1. We are interested in the intrinsic device operation ignoring source/drain series resistances, but a doping dependent $\lambda_{el}(x)$ model can be readily implemented. The next important scattering is energy dissipation processes in the high-field region. Inelastic optical phonon scattering becomes active for the source-injected stream after carriers gain energy higher than a phonon quantum $\hbar \omega_0$ in a certain distance away from the barrier (see Fig. 5.1). We ignore phonon absorption scattering and velocity saturation because our focus is on the overshoot velocity in the high-field region that is too short to cause complete energy relaxation. For this, we specify a constant mean-free-path $\lambda_o$, and introduce a critical location $x_{crit}$ for the source-injected stream beyond which optical phonon emission is activated. Thus, in the region $0 < x < x_{crit}$ in Fig. 5.1, the field-free backscattering for the source-injected stream is mainly due to the isotropic elastic scattering, that is

$$\xi_0 = \lambda_{el}^{-1} \quad \text{if } E < \hbar \omega_0 \ ,$$

where $E$ is average carrier energy. On the other hand, in $x_{crit} < x < L$, we combine the two mechanisms according to Matthiessen’s rule as

$$\xi_0 = \lambda_{el}^{-1} + \lambda_o^{-1} \quad \text{if } E > \hbar \omega_0 \ .$$

To avoid a discontinuity, we connect Eq. 5.9 to Eq. 5.10 as

$$\xi_0 = \frac{1}{\lambda_{el}} + \frac{1}{\lambda_{in}(E)}$$

assuming the following energy-dependent inelastic mean-free-path

$$\frac{1}{\lambda_{in}(E)} = \frac{1}{\lambda_o} \left[ 1 - \exp \left( -\frac{E - \hbar \omega_0}{E_o} \right) \right] H(E - \hbar \omega_o) ,$$

where $E_o$ is the energy of the optical phonon.
where $H(\bullet)$ is the unit step function, $\lambda_o$ is the high-energy optical phonon mean-free-path in silicon, and the energy $E_o$ determines how fast $1/\lambda_{in}(E)$ reaches $1/\lambda_o$ from zero. We model scattering for the drain-injected carriers in the same way to achieve symmetry but under high drain bias it is negligible.

Although the functional form of Eq. 5.12 is somewhat arbitrary, we do not expect it to generate a large error. In the ballistic drift-diffusion model in Chap. 4, we made hierarchy closure approximations exact only at the top of the barrier and the high-field region near the drain. In between, the interpolation between the two values introduced a tolerable error. A scattering model also need not be exact in between. Two things are worth noting: 1) the elastic scattering primarily determines the thermal injection velocity (or the current) while the inelastic scattering affects the velocity overshoot directly but the thermal injection indirectly, and 2) $\lambda_{el}$, $\lambda_o$, $h\omega_o$, and $E_o$ are the parameters to specify in our model.

### 5.2.3 Quasi-ballistic hierarchy closure approximations

Building a hierarchy closure model inevitably involves an assumption on the shape of the carrier distribution. Conventional transport models assume collision-dominated transport and use a thermal distribution. In our ballistic drift-diffusion model, we adopted the idea of superimposing on a thermal distribution a delta function that describes the ballistic peak, which followed Baraff’s approach to spherical harmonics expansion solution of the Boltzmann equation [19]. The ballistic case was simple because the distribution is well approximated by the superposition of a thermal distribution and a delta function. In the presence of scattering, however, the simple ballistic closure model is no longer valid because scattering redistributes carrier energy and momentum resulting in a distribution that deviates from the simple superposition. Now, we build a quasi-ballistic closure model that can describe carriers that are removed from the ballistic peak due to scattering as well as those that remain in it.
Fig. 5.2. A carrier distribution assumed to obtain the quasi-ballistic hierarchy closure model in Eqs. 5.23 \sim 5.26. The point \( \delta \)-peak represents the ballistic peak and the radial \( \delta \)-peak describes energetic carriers scattered isotropically from the ballistic peak.

We assume that for a stream under acceleration, the following distribution (depicted in Fig. 5.2) is superimposed on the thermal distribution,

\[
f(x, \mathbf{v}) = n_B(x) \delta \left( \mathbf{v} - \mathbf{v}_{B, \text{peak}} \right) + \left[ n_{\text{total}}(x) - n_B(x) \right] \delta \left( \mathbf{v} - \mathbf{v}_{S, \text{peak}} \right). \tag{5.13}
\]

The first delta function represents the carriers that remain ballistic at position \( x \), whose density is \( n_B(x) \) and peak velocity in the transport (\( x \)-) direction is located at

\[
\mathbf{v}_{B, \text{peak}} = \hat{x} \frac{\partial E}{\partial p_x} \bigg|_{E = E_{\text{max}} - E_S(x)} = \hat{x} \sqrt{\frac{2 \left[ E_{\text{max}} - E_S(x) \right]}{m^*}}, \tag{5.14}
\]

where \( E_{\text{max}} \) is the energy at the top of the barrier (see Fig. 5.1). Note that the potential energy difference \( E_{\text{max}} - E_S(x) \) becomes the kinetic energy of the ballistic carriers. Here, we assume a parabolic band for simplicity, but nonparabolicity can be easily implemented.

The second term represents carriers that are isotropically scattered from the ballistic peak. The density is \( n_{\text{total}}(x) - n_B(x) \) where \( n_{\text{total}}(x) \) is the total density of the
stream under acceleration. In this case, we assume that the isotropically scattered carriers form a delta peak distribution in the radial \((r-)\) direction, and that if their kinetic energy is higher than \(\hbar \omega_0\), they start to lose energy to phonon emission. Thus, the peak velocity in the second delta function is modeled as

\[
\bar{v}_{S\text{peak}} = \hat{r} \left. \frac{\partial E}{\partial p_r} \right|_{E=E_{\text{max}}-E_S(x)} = \hat{r} \sqrt{\frac{2 \left[ E_{\text{max}} - E_S(x) \right]}{m^*}} \tag{5.15}
\]

for \(E_{\text{max}} - E_S(x) < \hbar \omega_0\), and

\[
\bar{v}_{S\text{peak}} = \hat{r} \sqrt{\frac{2 \left[ E_{\text{max}} - E_S(x) - \Delta E_L \right]}{m^*}} H \left( E_{\text{max}} - E_S(x) - \Delta E_L \right) \tag{5.16}
\]

for \(E_{\text{max}} - E_S(x) \geq \hbar \omega_0\). In Eq. 5.16, the energy loss \(\Delta E_L\) due to inelastic scattering is assumed to be

\[
\Delta E_L = \left| \int_{x_{\text{crit}}}^{x} \frac{dx'}{\lambda_{\text{in}} \left[ E = E_{\text{max}} - E_S(x') \right]} \right| \hbar \omega_0 \tag{5.17}
\]

for source-injected carriers in \(x_{\text{crit}} < x < L\). The absolute value of the integral in Eq. 5.17 denotes the average number of inelastic scattering events along the distance \(|x - x_{\text{crit}}|\). The energy dissipation model in Eqs. 5.15 ~ 5.17 is similar to that in [54], which is shown to be a good approximation in impact ionization and hot electron injection simulation.

From Eq. 5.13, we construct a hierarchy closure model including scattering as

\[
\langle v \rangle^\pm = \sqrt{\bar{v}_T^2 (x = x_{\text{max}}) + \frac{1}{4} v_{S\text{peak}}^2 \left[ 1 - B(x) \right]} + v_{B\text{peak}}^2 B(x) \tag{5.18}
\]

for a stream under acceleration (positive for \(x_{\text{max}} < x < L\) and negative for \(0 < x < x_{\text{max}}\)), and

\[
\langle v \rangle^\mp = \sqrt{\bar{v}_T^2 (x = x_{\text{max}}) + \frac{1}{4} v_{S\text{peak}}^2 \left[ 1 - B(x) \right]} \tag{5.19}
\]

for the corresponding backscattered stream. The derivation of Eqs. 5.18 and 5.19 is presented in Appendix C.2. In Eqs. 5.18 and 5.19, \(\bar{v}_T (x = x_{\text{max}})\) is the thermal injection velocity at the top of the barrier, \(v_{B\text{peak}}\) and \(v_{S\text{peak}}\) are the magnitudes of peak velocities in Eqs. 5.15 and 5.16 respectively. The ballisticity factor \(B(x)\) is the
ratio of the ballistic carriers to the total carriers in the stream under acceleration at location \( x \) in the device, that is \( B(x) = n_B(x)/n_{\text{total}}(x), 0 \leq B(x) \leq 1 \). As in the simple ballistic closure model [53], the thermal velocity term dominates at the top of the barrier over the other term(s) in the square root of Eqs. 5.15 and 5.16 capturing thermal injection limit properly. Away from the barrier, velocity overshoot occurs and the second (\( x \)-directed velocity of isotropically scattered energetic carriers) and the third term (velocity of ballistic carriers in Eq. 5.18) are dominant over the thermal velocity.

Now the remaining problem is how to model \( B(x) \), which is not known unless we solve the BTE. We model \( B(x) \) as

\[
B(x) = \exp (-\xi_0 |x - x_{\text{max}}|), \tag{5.20}
\]

which is the solution of the phenomenological equation

\[
\frac{dn_B}{dx} = -\xi_0 n_B \tag{5.21}
\]

with

\[
n_B(x = x_{\text{max}}) = n_{\text{total}}(x_{\text{max}}) \tag{5.22}
\]

Note that Eqs. 5.20 ~5.22 are approximately valid only at the top of the barrier (i.e., in the low-field region), but we assume that they are adequate away from the barrier, which will be shown to work. Also note in Eq. 5.20 that: 1) \( 0 \leq B(x) \leq 1 \), which is consistent with the definition, \( B(x) = n_B(x)/n_{\text{total}}(x) \), 2) \( B(x)=1 \) at \( x = x_{\text{max}} \), which implies that carriers at the injection point are yet to experience a scattering event, 3) \( B(x) \to 0 \) when \( \xi_0 |x - x_{\text{max}}| \gg 1 \), which means that no carriers survive scattering after they travel many mean-free-paths after the barrier.

### 5.2.4 Complete set of hierarchy closure models

We present the complete set of closures for \( \nu_S^\pm \) and \( \nu_D^\pm \). We assign the quasi-ballistic closure model in Eq. 5.18 to the streams under acceleration (\( J_D^- \) in \( 0 < x < x_{\text{max}} \) and
\( J_S^+ \) in \( x_{\text{max}} < x < L \) and the closure in Eq. 5.19 to the corresponding backscattered streams ( \( J_D^+ \) in \( 0 < x < x_{\text{max}} \) and \( J_S^- \) in \( x_{\text{max}} < x < L \). To the streams that undergo thermionic emission against a potential barrier (\( J_S^+ \) in \( 0 < x < x_{\text{max}} \) and \( J_D^- \) in \( x_{\text{max}} < x < L \)) and their backscattered counterparts (\( J_S^- \) in \( 0 < x < x_{\text{max}} \) and \( J_D^+ \) in \( x_{\text{max}} < x < L \)), we assign the thermal velocity of hemi-Fermi-Dirac. Hence, the following closure approximations apply:

\[
\begin{align*}
\bar{v}_S^+ &= \begin{cases} \\
\sqrt{\bar{v}_T^2 (\eta_S (x)) + \frac{1}{4} v_{S,\text{peak}}^2 [1 - B (x)] + v_{B,\text{peak}}^2 B (x) } & 0 < x < x_{\text{max}} \\
\bar{v}_T (\eta_S (x)) & x_{\text{max}} < x < L,
\end{cases} \\
\bar{v}_S^- &= \begin{cases} \\
\sqrt{\bar{v}_T^2 (\eta_S (x)) + \frac{1}{4} v_{S,\text{peak}}^2 [1 - B (x)] } & 0 < x < x_{\text{max}} \\
\bar{v}_T (\eta_S (x)) & x_{\text{max}} < x < L,
\end{cases} \\
\bar{v}_D^+ &= \begin{cases} \\
\sqrt{\bar{v}_T^2 (\eta_D (x)) + \frac{1}{4} v_{S,\text{peak}}^2 [1 - B (x)] + v_{B,\text{peak}}^2 B (x) } & 0 < x < x_{\text{max}} \\
\bar{v}_T (\eta_D (x)) & x_{\text{max}} < x < L,
\end{cases}
\end{align*}
\]

and

\[
\begin{align*}
\bar{v}_D^- &= \begin{cases} \\
\sqrt{\bar{v}_T^2 (\eta_D (x)) + \frac{1}{4} v_{S,\text{peak}}^2 [1 - B (x)] } & 0 < x < x_{\text{max}} \\
\bar{v}_T (\eta_D (x)) & x_{\text{max}} < x < L.
\end{cases}
\end{align*}
\]

The degenerate thermal velocity \( \bar{v}_T (\eta) \) for a two-dimensional electron gas (2DEG) is [33]

\[
\bar{v}_T (\eta) = \sqrt{\frac{2 k_B T_L}{\pi m^*} \mathcal{F}_{1/2} (\eta)} \ln (1 + e^{\eta}),
\]

where

\[
\eta (x) = [\mu (x) - E_S (x)]/k_B T_L.
\]

Note, however, that the Fermi-level in Eq. 5.28 is position dependent. In the ballistic limit, the Fermi-level at the top of the barrier is that of source contact \( \mu_S \) for the positive stream. With scattering, there is no well-defined Fermi-level at the injection point but it should be between \( \mu_S \) (the upper limit) and the Fermi-level that follows the linear potential drop in the source region as in the diffusive limit (the lower limit), that is

\[
\mu (x) = \mu_S + \left. \frac{d E_S (x)}{dx} \right|_{\text{linear}} x.
\]
**Fig. 5.3.** Upper and lower limits of the Fermi-level for the source-injected carriers in $0 < x < x_{\text{max}}$. In the ballistic limit, $\mu(x) = \mu_S$ (dashed), but in the diffusive limit, $\mu(x)$ follows the potential drop $dE_S(x)/dx$ (solid), which is approximately linear. We assume that the Fermi-level of the source-injected carriers follows Eq. 5.29.

This is illustrated in Fig. 5.3. Using $\mu_S$ with scattering overestimates the degeneracy and the injection velocity while using Eq. 5.29 may underestimate them. Except in the regime where the ballistic carriers are predominant, i.e., $\lambda_{el}$ is much larger than the size of a device, Eq. 5.29 is a good approximation. But we assume that Eq. 5.29 can also be used up to the ballistic limit because when scattering diminishes, $\mu(x)$ in Eq. 5.29 reduces to $\mu_S$ as the potential drop in the source region vanishes.

### 5.2.5 Four limits of carrier transport

**The ballistic limit vs. the diffusive limit**

The ballistic limit occurs when $\xi_0 \to 0$ and consequently $B(x) \to 1$. Then, Eq. 5.2 becomes the ballistic drift-diffusion equation, and the closure model in Eqs. 5.23 ~ 5.26 reduces to the ballistic closure model in [53]. The diffusive limit is obtained if we let the velocities of the accelerated streams be limited by the thermal injection
velocity. Then, except the degenerate statistics, our transport model becomes the original one-flux equation, which is equivalent to conventional drift-diffusion models. This limit is achieved only when both momentum and energy are completely relaxed, which rarely occurs in nanoscale MOSFETs. It is clear that I–V characteristics and velocity profiles of any physical model should fall between these two limits. However, the range is too wide in practice to assess the validity of various transport models.

The maximum anisotropy limit vs. the complete isotropy limit

The ballisticity factor is bounded above and below as $0 \leq B(x) \leq 1$ regardless of scattering strength. Consequently, the closure approximations are also bounded above and below. For example, the velocities of the source-injected stream in $x_{\text{max}} < x < L$ in Eqs. 5.23 and 5.24 are bounded as

\[
\sqrt{\hat{v}_T^2(\eta_S(x_{\text{max}})) + \frac{1}{4}v_{S\text{peak}}^2} \leq v_S^+ \leq \sqrt{\hat{v}_T^2(\eta_S(x_{\text{max}})) + v_{B\text{peak}}^2} \quad (5.30)
\]

\[
\sqrt{\hat{v}_T^2(\eta_S(x_{\text{max}})) + \frac{1}{4}v_{S\text{peak}}^2} \geq v_S^- \geq \hat{v}_T(\eta_S(x_{\text{max}})) \quad (5.31)
\]

The left boundaries in the above inequalities correspond to $B(x) = 0$, and the right boundaries to $B(x) = 1$. This allows us to establish two more physically meaningful limits in between the ballistic limit and the diffusive limit; results of any physical model should fall between these two limits.

The upper limit is attained assuming $B(x) = 1$ although we keep the scattering term in Eq. 5.6 (i.e., $\mathcal{E}_{\text{scatt}} \neq 0$). This means that the distribution for the closure approximation in Eq. 5.13 consists of the ballistic peak alone (see Fig. 5.2) but that we have a backscattered stream of thermal velocity. This sets upper limits on overshoot velocity and consequently on current in the quasi-ballistic regime because Eq. 5.30 assigns the maximum velocity $\sqrt{\hat{v}_T^2 + v_{B\text{peak}}^2}$ to $v_S^+$ (a stream under acceleration) but Eq. 5.31 the thermal injection velocity $\hat{v}_T$ to $v_S^-$ (the backscattered counterpart). No transport model that exceeds this upper limit is physical. We call this upper limit the
maximum anisotropy limit since maximum difference between $v_S^+$ and $v_S^-$ is achieved. Note that when $\varepsilon_{\text{scatt}} \to 0$, this upper limit reaches the ballistic limit.

We obtain the lower limit assuming $B(x) = 0$. This implies that the distribution in Eq. 5.13 consists of the radial peak alone (see Fig. 5.2) at any $x$ as all carriers in the ballistic peak are scattered out. This sets lower limits on carrier velocity and current because as in Eqs. 5.30 and 5.31, $v_S^+$ takes its minimum $\sqrt{\tilde{v}_{\tau}^2 + v_{S,\text{peak}}^2}/4$ and $v_S^-$ gains the same magnitude of velocity, which is its maximum. No transport model that produces current and velocity below this limit can be physical. This lower limit will be called the complete isotropy limit since $v_S^+ = v_S^-$. Note that when the energy of scattered carriers is completely relaxed (i.e., $v_{S,\text{peak}} = 0$, thus $v_S^+ = v_S^- = \tilde{v}_{\tau}$), it reaches the diffusive limit.

We will demonstrate that the range between these two limits is narrow enough in practice to assess the validity of various transport models.

5.3 Results

5.3.1 I–V characteristics and velocity profiles

Figure 5.4 shows the results obtained for the model device in Fig. 2.1. The on-current (Fig. 5.4a) and the injection velocity (Fig. 5.4b) vary gradually from the diffusive to the ballistic limit as $\lambda_{el}$ increases. The overshoot peak velocity (Fig. 5.4d) increases showing reasonable amount of velocity overshoot but does not approach the velocity of the ballistic limit, so does the injection carrier density (Fig. 5.4c), which is affected by velocity overshoot through electrostatics [1]. The limitation of the peak overshoot velocity as $\lambda_{el}$ increases is due to the inelastic scattering, which is not present in the pure ballistic limit. The parameters for the inelastic isotropic scattering are fixed at bulk values, i.e., $\lambda_o = 6.5$ nm, and $\hbar\omega_o = 63$ meV [55].

The inelastic scattering model of a bulk Si might not be appropriate for the 2D confined carriers in the model device. Note, however, that our transport model can accommodate a more rigorous model, and that the current of a MOSFET is mainly
determined by scattering at the injection point as long as we have reasonable amount of velocity overshoot in the channel. This is demonstrated in Fig. 5.5. The I–V and the velocity profiles with and without inelastic scattering ($\lambda_o = \infty$) do not differ much even when $\lambda_{el} = 20$ nm (twice of the channel length) because elastic scattering into transverse modes also relaxes the longitudinal energy of carriers. It implies that a more rigorous inelastic scattering model does not have a large room for the overall accuracy improvement in MOSFET simulation. But it is expected to be critical in carbon nanotube or nanowire devices because they have no transverse modes and inelastic scattering is the only mechanism that can relax longitudinal carrier energy. Overall, the results indicate that our transport model is able to describe carrier transport from the diffusive to the ballistic limit.
Fig. 5.5. Effect of energy relaxation mean-free-path $\lambda_{\text{in}}$ on I–V and $v(x)$ for $\lambda_{el}=3$ nm (left column) and 20 nm (right column). The dashed lines represent no energy relaxation and the solid lines are for $\lambda_{\text{in}}=6.5$ nm.

5.3.2 Comparison against the physical limits

We compare the results of our transport model against the physical limits mentioned above: 1) the maximum anisotropy limit, 2) the complete isotropy limit, and 3) the diffusive limit. The I–V and the velocity profiles are compared in Figs. 5.6 and 5.7 respectively. The diffusive limit is obtained by limiting the carrier velocity to the degenerate thermal injection velocity. Thus, it is equivalent to a drift-diffusion equation with saturation velocity higher than $1.07\cdot10^7$ cm/s. In the near ballistic regime ($\lambda_{cl} = 100$ nm), the I–V and the velocity profile of our model are very close to the maximum anisotropy limit. As scattering becomes stronger, the quasi-ballistic model gets closer to the complete isotropy limit, which is the lower limit. The difference between these limits is not very pronounced in the I–V characteristics, but the velocity profiles show clear difference, especially the considerable underestimation of velocity overshoot in the diffusive limit. Also, it is shown that for $\lambda_{el}$ from 3 nm to 10
Fig. 5.6. I–V comparison of the quasi-ballistic drift-diffusion model (x) to the three physical limits: 1) the maximum anisotropy (squares), 2) the complete isotropy (circles), and 3) the diffusive limit (dots) for different $\lambda_{el}$.

nm, which is the quasi-ballistic regime, the range between the maximum anisotropy limit and the complete isotropy limit is narrow enough to assess the validity of transport models.

5.3.3 Comparison to the scattering theory

The ratio of the injection velocity to the thermal velocity of the positive source stream under high drain bias is a measure of how close transport is to the ballistic limit [23]. This ratio is related to the channel transmission $T$ as [23]

$$ \frac{v_{inj}}{v_T^+} = \frac{T}{2 - T^+}, \quad (5.32) $$

where

$$ T = \frac{\lambda_{el}}{\ell + \lambda_{el}}. \quad (5.33) $$

The length $\ell$ denotes the length of critical region where the potential energy drops by initial average carrier kinetic energy at the top of the barrier, which is approximately
Fig. 5.7. $v(x)$ comparison of the quasi-ballistic drift-diffusion model (dashed) to the three physical limits: 1) the maximum anisotropy (solid), 2) the complete isotropy (dash-dotted), and 3) the diffusive limit (dotted) for different $\lambda_{el}$.
the difference between the Fermi-energy and the subband energy [22]. This energy is extracted from the subband energy profiles. In this region we can let the mean-free-path be our elastic scattering mean-free-path $\lambda_{el}$. Figure 5.8 compares the ratio obtained directly from the simulation of our transport model to that obtained using Eqs. 5.32 and 5.33. Reasonable agreement shows that our model is consistent with the scattering theory.

5.4 Discussion

The shrinking of the device feature sizes has increased the importance of the contacts and the injection point (e.g., the source-channel barrier), which used to be obscured by heavy scattering. The former was discovered in mesoscopic physics [8] and the latter in the scattering theory [21]. These two aspects, however, are not separate but share the same insight that current is the transmission of a carrier flow [23]. Thus, McKelvey’s one-flux method [27] [28] became a better choice for transport in nanoscale transistors than conventional approaches (e.g., drift-diffusion and energy transport).
We extended the one-flux method to accommodate off-equilibrium high field transport by: 1) including the two-population nature of transport, and 2) adopting the idea of superimposing delta functions in hierarchy closure approximations as in Baraff’s maximum anisotropy principle. Note that our model consists only of the zeroth moment equations of the BTE [49] [53], and that the hierarchy closure model depends on specific scattering mechanisms. Considering the highly distorted asymmetric distribution in quasi-ballistic transport, it is not the addition of higher moments that would improve accuracy of describing high-field quasi-ballistic transport but an appropriate closure model that describes how scattering redistributes momentum and energy of ballistic carriers. The results obtained for our model device demonstrate that our approach is able to describe transport from the diffusive to the ballistic limit.

In our approach, injection velocity calculation is based on the theory of 1D ballistic conductors [56] [8], in which we know how to populate the states because carriers follow only one path from source to drain in 1D. In 2D, although we can derive a set of 2D flux equations, we do not know how carriers fill the states unless we follow every carrier trajectory in 2D as illustrated in Fig. 5.9, that is, 2D injection velocity cannot be obtained using a macroscopic approach. The possibility of this limitation is very briefly stated in [24] without explanation. Thus, our model is limited to 1D transport, which is not applicable to a 2D structure such as bulk MOSFETs. This implies that in order to do device simulation using 2D macroscopic transport models, we cannot help but continue to use conventional models such as the DD and the ET/HD models. But, users should be aware of their limitations. In nanoscale structures such as carbon nanotube FETs, silicon nanowires or FinFETs, and ultra thin body SOI MOSFETs, transport in their internal part is essentially a 1D problem. Thus, we expect our model to be useful if the associated phonon structures become available and their interaction with strongly quantum-confined electrons can be modeled macroscopically. Although BJTs are 1D devices, we will explain in the next chapter that our approach is not applicable to them because long collector regions involve high-field scattering-dominant transport such as velocity saturation.
Fig. 5.9. Illustration on why the macroscopic flux model cannot be extended into 2D. The circle represents a spatial location in a bulk MOSFET and the arrows show how carriers have traveled to populate the states at that location.

5.5 Summary

In this chapter, we develop a drift-diffusion type 1D macroscopic transport model that can describe quasi-ballistic transport in a nanoscale MOSFET based on the physical understanding we have established in the previous chapters. We also establish the maximum anisotropy and the complete isotropy limits that can assess the validity of various transport models. The results obtained for our model nanoscale MOSFET fall between the two limits, showing that the quasi-ballistic drift-diffusion model can describe quasi-ballistic transport within a tolerable amount of error. Although the model is limited to 1D transport, it has some potential to be used for simulating nanoscale FETs.
6. AN EXAMINATION OF MOMENT-BASED MACROSCOPIC TRANSPORT MODELS FOR THE SIMULATION OF HIGH-SPEED SILICON-BASED BIPOLAR TRANSISTORS

In this chapter, we examine the applicability of macroscopic transport models to the simulation of high-speed Si-based bipolar transistors, where nonequilibrium, quasi-ballistic transport dominates. We first inspect their fundamental limitations in the case of a diffusive thin base followed by high-field collector, and then in the case of a graded base with a collector by benchmarking them against Monte Carlo simulations. We show that in the diffusive thin base case, moment-based macroscopic models fail to describe base and collector transport simultaneously because of abnormal diffusion behavior triggered by collector velocity overshoot. In the graded base case, however, we find that the unreasonable base diffusion is relaxed due to the drift component, and that advanced macroscopic models such as energy transport can describe the nonequilibrium, quasi-ballistic transport approximately well. Moreover, we confirm that the fundamental limitations do not matter much for calculating transit time or cut-off frequency in practical graded-base SiGe BJT s thanks to collector being the bottleneck of transport as in [14]. Finally, we discuss the essence of the issues on macroscopic modeling of nonequilibrium quasi-ballistic transport.

6.1 Introduction

As the device technology progresses, carrier transport in bipolar transistors (BJTs) has become nonequilibrium and quasi-ballistic [57] [14]. In this regime, moment-based macroscopic transport models such as the drift-diffusion (DD) and the energy
transport/hydrodynamic models (ET/HD) are expected to fail in principle [39] [47]. In practice, however, successful examples of moment-based models were reported in describing quasi-ballistic transport in BJTs [13] [14] [58] [59]. There are two branches of research regarding the matter: 1) transport across a diffusive thin base [50] [58] [60] [61] and 2) transport across a graded base followed by a high-field collector region [13] [14] [59]. In the low-field thin base case, the discussion is mainly about the DD model or the one-flux model, whereas the latter discusses the ET/HD models as well. In the thin base study, the following were recognized: 1) that the DD model deviates from the Monte Carlo (MC) simulation as the base width reduces [60] [58], and 2) that by modeling carrier velocity to capture the exit velocity discussed in [60] [61], the DD model can match the MC simulation when the collector transport is replaced by a proper boundary condition [58]. In the graded base study, it was found that ET/HD model can successfully describe quasi-ballistic transport in both base and collector region if the transport parameters are carefully calibrated to MC simulation [13] [14] [59].

In this chapter, we clarify the apparent contradiction between the principle and the practice by investigating transport in an idealized device, in which we can eliminate unnecessary complexity but keep the essence of the problem. This chapter is organized as follows. In Section 6.2, we review the physics of quasi-ballistic transport and briefly discuss the issues in the derivation of moment-based transport equations. In Section 6.3, we benchmark macroscopic transport models against MC simulations. In Section 6.4, we address issues on whether a moment-based macroscopic model could describe quasi-ballistic transport in general. Finally, we conclude in Section 6.5.

### 6.2 Quasi-Ballistic Transport and Moment-based Macroscopic Models

#### 6.2.1 Quasi-ballistic transport in BJTs

Radio frequency (RF) and analog operations are the main application of high-speed BJTs, where the device figure of merit is carrier transit time directly determined
Fig. 6.1. Model BJT conduction band profiles: device (a) consists of a diffusive base and a high-field collector, and device (b) of a graded base with a field $10^4$ V/cm and a high-field collector. The base is doped at $N_A = 5 \cdot 10^{18}$ cm$^{-3}$, the collector is at $N_D = 10^{16}$ cm$^{-3}$, and the subcollector at $N_D = 10^{19}$ cm$^{-3}$ in both cases. The collector field is $10^5$ V/cm unless specified.

by average velocity of minority carriers, which undergo nonequilibrium, quasi-ballistic transport [57]. Thus, we focus on the velocity profiles resulting from quasi-ballistic transport in the base and collector using two idealized device structures shown in Fig. 6.1, which represent the base (one is diffusive and the other graded), the collector, and the sub-collector region of an npn silicon BJT. In the idealized structure we assume the following simplification. First, a piecewise constant frozen field (non-self-consistent) is assumed because: 1) the conduction band profile is close to a realistic profile in the base and in the beginning of the collector, and 2) the device operates under low-current so that the electrostatics is decoupled from electron transport in the base and the base-collector junction. Second, we can ignore the multiple valley transport effects in the collector because of the large separation of satellite conduction valleys from the main valley in silicon. Despite a deviation in the deep collector, it is sufficient to capture the essence of quasi-ballistic transport and to study the fundamental behavior of various macroscopic transport models.

We review the quasi-ballistic transport in the diffusive thin base followed by a high-field collector by examining the distributions obtained from MC simulation [3] (solid lines in Fig. 6.2).
Fig. 6.2. Carrier distributions obtained from MC simulation [3] for a diffusive base (solid) and for a graded base (dashed) with the base width $W_B = 50$ nm at: (a) $x = 0$ (beginning of the base), (b) $x = 50$ nm (end of the base), (c) $x = 70$ nm (overshoot region), and (d) $x = 100$ nm (velocity saturation region). The average carrier velocity is shown in (e).
At the beginning of the base (Fig. 6.2a), the positive portion of the velocity distribution is a thermal equilibrium distribution injected from the left contact, and the negative portion is from backscattering because the injection from the right contact is suppressed due to the barrier. As carriers transport through the base, the negative portion reduces and the positive portion grows because the high-field collector acts as an absorbing contact. Note, however, that the positive portion is shifted toward higher velocity (Fig. 6.2b) as scattering in the base favors carriers with higher velocity in the transport direction [61]. Thus, the exit velocity at the base end becomes about 1.15 times the thermionic emission velocity \( v_T = \sqrt{2k_BT/L/\pi m^*}(= 1.06 \cdot 10^7 \text{ cm/s}) \) although it reduces to \( v_T \) if the base width \( W_B \) is less than 5 nm [61].

Once carriers exit the base, they start to get accelerated by the high field in the beginning of the collector region. In this region, the carriers can gain kinetic energy in the direction of the field within a mean free path of scattering, i.e., before they undergo heavy scattering events. Consequently, the distribution displays a prominent ballistic peak (Fig. 6.2c), which causes velocity to overshoot as shown in Fig. 6.2e. Note that the maximum overshoot is slightly away from the base-collector junction or the location of low-to-high field transition where the ballistic peak just starts developing.

As the carrier kinetic energy further increases down the collector beyond the onset of optical phonon emission, heavy scattering prompts the carriers in the ballistic peak to scatter out into transverse directions. As a result, the ballistic peak disappears but the distribution gets broadened as shown in Fig. 6.2d. Interestingly, under a field higher than a certain critical value, the average velocity of the broadened distribution remains the same although the width, i.e., average energy, increases with the field. This is known as velocity saturation. In the graded base case, the only difference is that carrier distribution is shifted more towards the right and more broadened than in the diffusive base. This causes the base velocity to exceed the velocity produced in the diffusive base case for the same base width.
6.2.2 Moment-based macroscopic models

Since the detailed derivation of macroscopic models is widely available [44], we just remind readers of a few general features associated with the derivation. The moment-based macroscopic transport models are derived by averaging the Boltzmann equation over carrier momentum weighted with polynomials of carrier momentum. The derivation inevitably involves two key approximations: 1) the hierarchy closure approximation that terminates the infinite chain of moment equations at lower order moments, and 2) the scattering approximation that expresses the effect of scattering in terms of measurable transport parameters such as the low-field mobility, and variables in the moment equations.

In principle, high order effects such as velocity overshoot associated with the development of ballistic peaks should be taken care of in the closure approximation [53]. However, in practice, the closure approximation assumes a carrier distribution that can be fitted with lower order polynomials [39]. The scattering approximation in the current equation, which is the most important since it determines the current or velocity, casts most of the transport effects into a mobility model built to describe high-field collision-dominated transport. Hence, the moment-based macroscopic models are theoretically incapable of describing quasi-ballistic transport. Speaking in another perspective, to reproduce the velocity profile of the MC simulation in the base and collector region, a macroscopic transport model should capture 1) the thermionic emission velocity in the diffusive base, 2) the overshoot velocity due to the ballistic peak in the beginning of the collector, and 3) saturation velocity in the deep collector region, not to mention the smooth transition in between.

Note that these velocities and the smooth transition are the results of not only the random motion due to scattering but also deterministic motion between scattering events due to external forces. However, the latter is missing in macroscopic moment equations because of the assumptions of collision-dominated transport. Nonetheless, there are examples of successful application of moment-based macroscopic models to
quasi-ballistic transport in high-speed BJT{s} [14] [13] [59]. In the next section, we show that the above features of the moment-based equations lead to an unavoidable limitations. Then, we resolve this apparent contradiction between the principle and the practice.

6.3 Benchmarking Macroscopic Models against Monte Carlo Simulation

6.3.1 Macroscopic models in test

We benchmark the following macroscopic models against MC simulation: 1) the drift-diffusion, 2) the one-flux, and 3) the energy transport models.

The drift-diffusion model

The drift-diffusion model (DD) for 1D transport in x-direction is given as

\[ J_n = q\mu_n n \mathcal{E}_x + qD_n \frac{dn}{dx}, \]  

(6.1)

and the field dependent mobility is

\[ \mu_n (\mathcal{E}_x) = \mu_0 (x) \sqrt{1 + \left( \frac{\mu_0 (x) \mathcal{E}_x}{\nu_{sat}} \right)^2}, \]  

(6.2)

which is related to the diffusion coefficient through the Einstein relation

\[ \frac{D_n}{\mu_n} = \frac{k_B T_L}{q}, \]  

(6.3)

where \( T_L \) is lattice temperature. Note that the field-independent low-field mobility \( \mu_0 (x) \) is position-dependent, which is determined by doping concentration and the type of carriers at \( x \) as proposed by Klaassen, et al. [62], and the saturation velocity is \( \nu_{sat} = 1.07 \cdot 10^7 \text{ cm/s} \).

The one-flux model

The equations of the one-flux model are [27] [28] [53]

\[ \frac{dJ^+}{dx} = -\xi J^+ + \xi' J^- \]  

(6.4)
\[ \frac{dJ^-}{dx} = -\xi J^+ + \xi' J^-, \quad (6.5) \]

where the backscattering probabilities per lengths are

\[ \xi = \begin{cases} \xi_0 + \frac{q\mathcal{E}_x}{k_BT_L} & \mathcal{E}_x > 0, \\ \xi_0 & \mathcal{E}_x < 0 \end{cases}, \quad (6.6) \]

and

\[ \xi' = \begin{cases} \xi_0 & \mathcal{E}_x > 0, \\ \xi_0 - \frac{q\mathcal{E}_x}{k_BT_L} & \mathcal{E}_x < 0 \end{cases}. \quad (6.7) \]

The field-independent backscattering probability per length \( \xi_0 \) is associated with the low-field mobility \( \mu_0(x) \) through Shockley-Einstein relation \([21] [28] \), that is

\[ D_0 = \frac{v_T}{2\xi_0} = \frac{k_BT_L}{q\mu_0}. \quad (6.8) \]

The net current and carrier density are

\[ J_n = -q \left( J^+ - J^- \right), \quad (6.9) \]

and

\[ n = \left( J^+ + J^- \right)/v_T. \quad (6.10) \]

The one-flux model can be converted to a form of drift-diffusion equation \([53] \), which is

\[ J_n = q\mu^* n \mathcal{E}_x + \mu^* k_BT_L \frac{dn}{dx}, \quad (6.11) \]

where the equivalent mobility \( \mu^* \) is

\[ \mu^* = \frac{v_T}{v_T/\mu_0 + |\mathcal{E}_x|}. \quad (6.12) \]

The energy transport model

The energy transport model (ET) used in this chapter adopts the current equation of Blotekjaer’s approach \([63] [64] \)

\[ J_n = q\mu_n \left[ n \mathcal{E}_x + \frac{k_BT_n}{q} \frac{dn}{dx} + f_n^{\mu_n} n \frac{d}{dx} \left( \frac{k_BT_n}{q} \right) \right], \quad (6.13) \]
where the temperature dependent mobility is given as [65]

$$
\mu_n(T_n) = \frac{\mu_0(x)}{\left[1 + \left(\mu_0 \frac{2k_B(T_n - T_L)}{q^2 \tau_{en} \nu_{sat}}\right)^\beta_n\right]^{1/\beta_n}},
$$

(6.14)

and the energy equations are

$$
\frac{dS_n}{dx} = J_n^0\epsilon_x - \frac{3}{2} nk_B \frac{T_n - T_L}{\tau_{en}}
$$

(6.15)

$$
S_n = -\frac{5r_n}{2} \left(\frac{k_B T_n}{q} J_n + f_n^{\beta} \kappa_n \frac{dT_n}{dx}\right).
$$

(6.16)

where the thermal conductivity is

$$
\kappa_n = \frac{k_B^2}{q} n \mu_n T_n.
$$

(6.17)

The nomenclature for the new quantities and parameters is as follows.

- $T_n$ is electron temperature
- $S_n$ is electron energy flux density
- $f_n^{\beta}$ is a thermal diffusion factor ($0 \leq f_n^{\beta} \leq 1$)
- $\tau_{en}$ is electron energy relaxation time
- $\beta_n$ is the exponent in the electron mobility
- $f_n^{\beta}$ is a heat flux factor ($0 \leq f_n^{\beta} \leq 1$) This model is one of many energy balance or hydrodynamic models. As it will be shown, however, we can identify the fundamental behavior of the ET model and consequently the fundamental limitations, which are common to all of the kind.

### 6.3.2 Benchmark for a diffusive thin base followed by a high-field collector

We benchmark the aforementioned transport models against MC simulation for the diffusive thin base followed by a high-field collector.

**The drift-diffusion models**

We benchmark two DD models: 1) one (denoted as DD1) adopts the field-dependent mobility model in Eq. 6.2, which is widely used in device simulation,
and 2) the other (denoted as DD2) lets the mobility $\mu_n$ be the field-independent low-field mobility $\mu_0(x)$ to clarify the diffusion problem in a thin base. The calibration is done simply by using the electron minority carrier mobility in the p-type base ($\sim 240$ cm$^2$/V·s for $N_A = 5 \cdot 10^{18}$ cm$^{-3}$), and the majority carrier mobility elsewhere ($\sim 1155$ cm$^2$/V·s for $N_D = 10^{16}$ cm$^{-3}$ in the collector, and $\sim 100$ cm$^2$/V·s at $N_D = 10^{19}$ cm$^{-3}$ in the subcollector) according to [62].

The velocity profiles of the drift-diffusion models are shown in Fig 6.3a. The solid line shows the velocity of DD1 and the dash-dotted line that of DD2. The solid line matches the MC result in the base while the dashed line overestimates the velocity towards the base end, although their diffusion coefficients are the same due to a negligible electric field in the base. The mismatch between DD1 and DD2 arises from the difference in the exit velocity $v_{ext}$, the average velocity at the base end.

Figures 6.3b and 6.3c show the diffusion and drift components of the two models providing the idea of what determines $v_{ext}$. In either case, the diffusion current is dominant in the base while the drift current is prevailing in the high field collector. Note that the drift velocity in the high-field collector is imposed at the right end of the base as if it were a boundary condition for a diffusion equation in the thin base with the collector replaced by an absorbing contact [61][50]. Thus, despite the same diffusion coefficients, the velocity profiles of the two DD models are different because the effective boundary conditions are dissimilar. In the high field collector, $v_{ext}$ of DD1 is limited at the saturation velocity $v_{sat} = 1.07 \cdot 10^7$ cm/s for Si, which is close to the physical exit velocity 1.15 $v_T$. Hence, the base velocity profile can be close to the MC result [60]. However, for DD2, $v_{ext} = \mu_0 \cdot E_x \sim 10^8$ cm/s ($\mu_0$=1155 cm$^2$/V·s and $E_x = 10^5$ V/cm in the collector), which is about nine times higher than 1.15 $v_T$. Consequently, it generates a steeper gradient of carrier density and overestimates the velocity in the base.

Figure 6.4 summarizes the behavior of the DD models for different $W_B$. It shows that thanks to $v_{sat} \sim 1.15 v_T$ in Si, DD1 behaves as good as MC simulation in the calculation of the collector current (Fig. 6.4a) and the base transit time $\tau_B$ (Fig. 6.4b).
Fig. 6.3. (a) $v(x)$ of DD1 (solid), DD2 (dash-dotted), and one-flux models (dashed) is compared to MC simulation (circles). Velocity components of DD1 is shown in (b), of DD2 in (c), and of one-flux in (d); the solid lines are the drift component, the dashed are the diffusion, and the squares are the net velocity.
However, if $v_{\text{sat}} < 0.5v_T$ as in GaAs, DD1 is expected to fail. The DD2 model displays the classical diffusion behavior exceeding the ballistic limit showing that its current is inversely proportional to $W_B$ (Fig. 6.4a) and $\tau_B$ is proportional to $W_B^2$ (Fig. 6.4b). The unreasonable exit velocity of DD2 causes this discrepancy as shown in Fig. 6.4c. Karmarkovic, et al. showed that the above shortcomings of the DD2 model could be overcome; with the collector replaced by a perfect sink, their modified DD model matched the MC simulation [58]. They imposed a boundary condition at the end of the diffusive base as

$$J_n(W_B) = qn(W_B)v_{\text{ext}} = qn(W_B) \cdot 1.15v_T,$$

and obtained

$$v(x) = 1.15v_T\left/[1 + \frac{3W_B}{4\lambda}\left(1 - \frac{x}{W_B}\right)\right]\right)$$

for $0 < x < W_B$, where $\lambda$ is a mean-free-path obtained from $D_n = \frac{4}{3}v_T\lambda$. But, note that this modification is valid only when the current is exclusively diffusion current.

**The one-flux model**

To calibrate the one-flux model, we simply extract the field-independent backscattering probability $\xi_0$ from Eq. 6.8. Figure 6.3 shows the velocity profile of the one-flux model, which has been used to study the diffusive thin base transport with a collector replaced by an absorbing contact [50]. As reported in [50], it displays an excellent match in the diffusive base thanks to the flux approach and the notion of the thermionic emission velocity $v_T$ in the model. As shown in Fig. 6.3d, the equivalent drift velocity obtained from the field term in Eq. 6.11 imposes $v_T$ as an exit velocity on the diffusive base. It matches the saturation velocity in the deep collector region, but again it is because $v_T$ is remarkably close to $v_{\text{sat}}$ in a bulk Si at room temperature. Note that $v_{\text{sat}}$ is not modeled in the one-flux model. Thus, in case of GaAs where $v_{\text{sat}} < 0.5v_T$, the one-flux model expects to either overestimate the base transit time or underestimate the collector transit time depending on which velocity to choose. Moreover, it cannot describe velocity overshoot in the beginning of the collector. For
Fig. 6.4. (a) Collector current vs. $W_B$, (b) $\tau_B$ vs. $W_B$, and (c) $v_{ext}$ vs. $W_B$ of DD1 (dots), DD2 (solid), and one-flux (-x-) are compared to MC simulation (circles) and the ballistic limit (dashed).
different $W_B$, the collector current and the base transit time of the one-flux model are also compared to MC simulation in Figs. 6.4a and 6.4b, respectively.

The energy transport model

It is very difficult to assess the transport models known as energy transport models not only because there are numerous versions of the kind but also because they have a set of parameters that need to be carefully optimized. However, we identify the fundamental behavior common to all ET models using the model presented in Eqs. 6.13 ~ 6.17, and consequently recognize their unavoidable limitations.
Figures 6.5a and 6.5b show the comparison of average velocity and electron energy in absolute temperature between the ET model and MC simulation. We first calibrate the parameters in the energy equations, Eqs. 6.15 and 6.16, so that it can match the energy profile of MC simulation, especially in the base and in the beginning of the collector where the slope of the carrier temperature has a sizable effect on the velocity through the thermal diffusion term in Eq. 6.13. Although the fitting is not perfectly done, the fundamental behavior of the ET model can be examined as explained later.

Before we move on, we would like to mention an abnormal behavior of the ET model that is not widely appreciated as unreasonable, and sometimes misunderstood as a thermodynamic phenomenon when it shows up in device simulation. That is the abnormal temperature rise in the diffusive thin base, which is usually attributed to thermal back diffusion. It is often argued that when carriers are heated in the high-field collector, they can diffuse back into the low-field base due to the temperature gradient and heat the base up. However, in reality, when carriers are scattered back into the base from the collector, they get decelerated and give up at least the same amount of energy to the collector-field as they have gained originally from it. Therefore, the argument that thermal back diffusion from the high-field collector can heat up the low-field base violates the very first law of thermodynamics. In this sense, the term thermal back diffusion does not reflect physics correctly. We choose parameters in the energy equations so that the abnormal temperature rise in the base is prevented as shown in Fig. 6.5b, but in practice, we often see this kind of abnormal behavior.

For the given set of parameters in the energy equations, the current equation, Eq. 6.13, is calibrated using the field-independent low-field mobility \( \mu_0(x) \) as in the DD models and with two different thermal back diffusion parameters, one for \( f_n^{td}=1.0 \) and the other for 0.6. As shown in Fig. 6.5a, both cases present velocity overshoot at the beginning of the collector region \( (x = W_B) \) and captures velocity saturation in the deep collector. For \( f_n^{td}=1.0 \), the base velocity profile in Fig. 6.5a is in good agreement with MC simulation but overshoot in the collector is largely underestimated. For \( f_n^{td}=0.6 \), maximum overshoot is comparable to that of MC simulation, but the location
of the peak occurs at $x = W_B$, slightly off the peak of the MC result. Consequently, the exit velocity at $x = W_B$ exceeds the physical limit and the base velocity is overestimated although it is expected to produce a collector transit time closer to that of MC simulation than for $f_n^{td} = 1.0$. The reason for this behavior is that the maximum overshoot velocity of the ET model is always placed at the location of low-to-high field transition while that of MC is shifted toward the collector region as explained in section 6.2.

Figures 6.5c and 6.5d show the velocity components of the ET model, one for $f_n^{td} = 1.0$ and the other for $f_n^{td} = 0.6$ respectively. The velocity is obtained from Eq. 6.13 as

$$v(x) = \frac{J_n}{-qn} = -\mu_n(T_n) \left[ \mathcal{E}_x + \frac{k_B T_n}{q} \frac{d \ln n}{dx} + f_n^{td} \frac{d}{dx} \left( \frac{k_B T_n}{q} \right) \right].$$

(6.20)

The first term is the drift velocity $v_{drft}$, the second is the diffusion velocity $v_{diff}$, and the third is the thermal diffusion velocity $v_{Tdiff}$, respectively. In the base $(0 < x < W_B)$, it is exclusively diffusive because $\mathcal{E}_x \approx 0$ and $T_n \approx T_L$. Thus, the ET model behaves in the similar way as the DD except the difference in the exit velocity. From Figs. 6.5c and 6.5d, we can see that $v_{ext}$ is mainly determined by $v_{drft}$ and $v_{Tdiff}$ because the contribution from $v_{diff}$ is not large enough; the logarithmic derivative of carrier density is relatively small at $x = W_B$. In the high-field collector region, $v_{drft}$ always shows two positive peaks, one at $x = W_B$ and the other at the end of the collector, $x = x_c$. In between, we get $v_{drft} \approx v_{sat}$ as carriers are in high energy. The overall shape of $v_{drft}$ can be understood from the temperature profile and the mobility in the collector region as shown in Fig. 6.6. At $x = W_B$, $T_n$ starts rising but is close to $T_L$, thus $\mu_n(T_n) \approx \mu_0$, which is the maximum value. Since $v_{drft} = -\mu_n \cdot \mathcal{E}_x$, it takes its maximum at $x = W_B$. We can understand the peak at $x = x_c$ accordingly. Notice that in a realistic self-consistent energy band profile, the collector field is decreasing toward the collector end, thus the drift velocity will take its maximum right at the low-to-high field transition.

The thermal diffusion velocity $v_{Tdiff}$ takes a negative peak at $x = W_B$ because $T_n$ starts rising quickly, but has a positive peak near $x = x_c$ because it starts falling.
Hence, the thermal diffusion component counteracts the drift velocity at \( x = W_B \) but adds to it at \( x = x_c \). The thermal diffusion coefficient \( f_{td}^n \) directly controls the height of the peaks as shown in Figs. 6.5c and 6.5d. The diffusion velocity \( v_{diff} \) displays two negative peaks at \( x = W_B \) and \( x = x_c \). Its counteraction against the overshoot is negligible at \( x = W_B \) due to a mild logarithmic gradient of carrier density. But the negative peak at \( x = x_c \) almost cancels the drift velocity because carrier density starts increasing quickly in the low-field sub-collector region.

From the behavior of each velocity component, we can see that if we optimize the model for the base transport, we underestimate the velocity overshoot in the collector, but that we overestimate the base velocity profile if we optimize it for the collector transport. Note that the behavior of these velocity components is inherent in any ET/HD model regardless of choice of parameters or mobility models since the diffusion is mainly determined by the exit velocity as in the DD models. The origin of the problem that the location of maximum overshoot velocity occurs at the end of the base is that in ET/HD models velocity overshoot is imitated by the
scattering approximation in the drift and the diffusion terms in Eq. 6.13 instead of being taken care of in the hierarchy closure approximation. This problem becomes more pronounced as the width of the base reduces or the collector field increases as shown in Figs. 6.7 and 6.8, respectively. In Figs. 6.7a and 6.7b, at the cost of velocity overshoot the ET model with \( f_{n}^{td} = 1.0 \) yields reasonable collector current and base transit time for different \( W_B \). However, if we increase the overshoot velocity reducing \( f_{n}^{td} \) to 0.6, the collector current and the base transit time start to deviate from the MC results as \( W_B \) decreases. The deviation will be extended to longer \( W_B \) if the minority carrier mobility in the base improves. Figure 6.8 shows how the collector field affects the base velocity profile.
Fig. 6.8. The dependence of velocity in the base is shown for different values of collector field: (a) $2 \cdot 10^4$, (b) $5 \cdot 10^4$, and (c) $10^5$ V/cm. The solid lines are for $f_{td}=1.0$ and the dashed lines for 0.6.
Fig. 6.9. For a base graded with a field of $10^4$ V/cm and a collector with a field of $10^5$ V/cm, we compare $v(x)$ of ET with $f^td_n=0.6$ (dash-dotted), DD (solid), and one-flux (dashed) are compared to MC simulation (circles) for $W_B =$: (a) 10 nm, (b) 20 nm, and (c) 50 nm.

### 6.3.3 Benchmark for a graded thin base followed by a high-field collector

The graded base case is more complicated to benchmark for a wide range of base width than in the thin base case. First, how or how much the base is graded increases the complexity of the problem. Second, as the drift motion becomes important in the base, the parameters in the mobility model in Eq. 6.14 start to play a role, increasing the complexity associated with parameter tuning. Therefore, our purpose of benchmarking for a graded base is to identify fundamental features of macroscopic moment equations instead of exploring all combinations of parameters for better fitting.
Fig. 6.10. Velocity components of DD and ET models are shown for a graded base with $W_B = 20$ nm (left column) and 50 nm (right column).
Figure 6.9 compares the velocity profiles of the drift-diffusion, the one-flux, and the energy transport models against MC simulation for the graded base device in Fig. 6.1b. For \( W_B = 10, 20, \) and \( 50 \) nm, the base electric field is fixed at \( 10^4 \) V/cm to clarify the difference between drift and diffusion. The one-flux equation obviously underestimates the base velocity in all cases. The reason is that at \( 10^4 \) V/cm, the equivalent mobility \( \mu^* \) in Eq. 6.12 becomes smaller than the mobility of the DD model in Eq. 6.2 since the field term in the one-flux model represents backscattering not drift motion [53].

For \( W_B = 10 \) and \( 20 \) nm, the DD model shows a good agreement in the base with MC simulation except near the end of the base because the velocity is limited at \( v_{sat} \). However, for \( W_B = 50 \) nm, disagreement is shown in the middle of the base. We can explain this by comparing the velocity components of the DD model for \( W_B = 20 \) nm to those for \( W_B = 50 \) nm in Figs. 6.10a and 6.10b. Note that the drift velocity is constant in the base due to the constant electric field. Thus, the increase of the velocity towards the end of the base is attributed to the diffusion velocity. For \( W_B = 10 \) and \( 20 \) nm, the rise of \( v_{diff} \) happens to be close to the MC profile but for \( 50 \) nm, \( v_{diff} \) rises slower than the MC result showing mismatch in the middle of the base. Note that the rise of the velocity in the graded base is partly from the gradual shift of the distribution toward the base end as carriers get accelerated (see Fig. 6.2) but in the DD model, it is described as a pure diffusive motion.

This problem is inherited in the ET model as well since its current is also described as drift and diffusion. The velocity of the ET model is compared to the MC in Fig. 6.9, and Figs. 6.10c and 6.10d show the velocity components of the ET model for \( W_B = 20 \) nm and \( 50 \) nm, respectively. Notice that even in the graded base case, the maximum overshoot velocity is located exactly at the low-to-high field transition for the same reason as in the diffusive base case. As \( W_B \) reduces, the effect of the exit velocity on the diffusion increases, and consequently the velocity in the base rises faster (see Fig. 6.9). However, since the drift component exists, it is less pronounced than in the diffusive base. Now the parameters in the mobility model also start to play a role
through the drift component, providing more flexibility for fitting. Thus, as shown in Fig. 6.9b, the base velocity of the ET model can be quite close to the MC result without sacrificing the overshoot velocity in the collector. Although we do not try in this work, we argue that the matching of collector velocity can be improved because the current in the collector is exclusively drift and consequently it can be controlled by the parameters in the mobility model.

Bearing in mind the above observation on macroscopic models, we turn our attention to the work by Jungemann, et al. for the simulation of a SiGe HBT with $W_B$=24 nm and base grading steeper than $10^4$ V/cm [14], and clarify the apparent contradiction between the principle and the practice regarding the applicability of macroscopic models to the simulation of high-speed BJTs. In [14], they observed that the DD model underestimates the cutoff frequency of the SiGe BJT only by 10% despite the underestimation of base velocity and that the HD model is in good agreement with MC simulation. Now we confirm their observation through our model device with a graded base. The base field is given as $3 \cdot 10^5$ V/cm to emulate the steeper base grading in their device. We choose $W_B$=20 nm and $W_C$=200 nm, which are close to their values.

Figure 6.11 shows the velocity profile (left column) and the transit time at position $x$ (right column) of the DD, the ET, and the MC in different $x$-axis scales. The transit time $\tau(x)$ is calculated as

$$
\tau(x) = \int_{0}^{x} \frac{1}{v(x')} W(x') \, dx'
$$

(6.21)

for $0 < x < x_c = W_B + W_C$, where the weighting function $W(x)$ is

$$
W(x) = 1
$$

(6.22)

for $0 < x < W_B$, and

$$
W(x) = 1 - \frac{x - W_B}{W_C}
$$

(6.23)

for $W_B < x < W_B + W_C$ [66]. Thus, the base transit time $\tau_B = \tau(x = W_B)$, and, the collector transit time $\tau_C = \tau(x = W_B + W_C) - \tau(x = W_B)$. 

Fig. 6.11. The velocity profiles and transit times at $x$ of DD (solid), ET (dashed), and MC (circles) are shown for different $x$-axis scale, obtained for a graded base structure in Fig. 6.1 with $W_B = 20$ nm, the base field of $3 \times 10^4$ V/cm, $W_C=200$ nm, and the collector field of $10^5$ V/cm.
From the velocity profile, we can clearly see that the ET model matches the MC result well in the graded base because the velocity is not limited, but that the DD model underestimates average velocity in the base and in the beginning of the collector overestimating $\tau(x)$ around that region as shown in Fig. 6.11d. However, the overall transit time of the DD is within 10% of the MC because the collector transit time becomes the bottleneck because $W_C = 10W_B$, as pointed out in [14]. Also despite the underestimation of the collector overshoot of the ET model, the overall $\tau(x)$ of the ET is very close to that of MC. In addition to the reduction of abnormal diffusion thanks to the choice of a graded base, the detailed position dependent structure of average velocity and the fundamental limitations of macroscopic models are buried in the integral process in Eq. 6.21, which brings in physics other than transport such as geometric design of a device, i.e., the length of the collector in this case. This makes macroscopic models more applicable in practical situations.

6.4 Discussion

We will discuss the fundamental limitations of the macroscopic models in transport theory perspective and then in practical device simulation perspective.

As we have mentioned previously, in moment-based macroscopic transport models, high order transport effects such as velocity overshoot are taken care of not in the hierarchy closure approximation but in the mobility model in the current equation with (or without) the next order moment equations, whose order is still too low to describe the high order effects. Through the benchmarking study, we identify the fundamental limitations of the moment-based models in describing quasi-ballistic transport in high-speed BJTs. For a diffusive base, the base transport should be compromised to describe collector transport and vice versa. For a graded base, the drift motion helps relax the trade-off between the base and the collector transport, but the range of the effectiveness is limited.
Thus, to describe nonequilibrium, quasi-ballistic transport in general with moment-based macroscopic models, we need to: 1) terminate hierarchy at the current equation since the next one or two higher order moment equations do not improve much the accuracy on the high order effects (see the ballistic peak in the distribution in Fig. 6.2) and then 2) apply such a hierarchy closure approximation to the current equation that it can capture the fundamental carrier motions such as thermionic emission velocity in a low-field base, overshoot velocity in the beginning of the high-field collector, saturation velocity deep in a high-field collector, and the smooth transition in between.

Recall that these velocities and the smooth transition result from how deterministic carrier motion that follows Newton’s law is distorted by random motion due to scattering. In this sense, the hierarchy closure problem in the moment-based equations is similar to that of the theory of impact ionization, where Shockley’s lucky electron model [67] describes how a carrier survives scattering in a low-field bulk, Wolf’s theory does that in a high-field bulk [68] and Baraff’s maximum anisotropy principle [19] connects both extremes [69].

Using the above recipe, we extended the one-flux model with a hierarchy closure approximation inspired by Baraff’s theory [19], and had a full success for ballistic transport [53] and a limited success for quasi-ballistic transport in a nanoscale MOSFET (Chap. 5), where velocity saturation is not likely to occur. It was possible because the error margin for a velocity profile of nanoscale MOSFETs is not very tight; as long as the model captures the accurate source injection velocity, it is enough for a transport model to describe approximately a certain amount of velocity overshoot, which indirectly affects the on-current, the figure of merits of logic devices.

In high-speed BJTs, on the other hand, the error margin for velocity profile is much tighter for a wider region in a device because the velocity profile in the entire region is of more interest than in MOSFETs. Moreover, there is no understanding that can provide a quantitative macroscopic description of how carrier velocity changes from the thermionic velocity, to overshoot velocity, then to saturation velocity. Note that Baraff’s theory does not provide the required understanding but a
quantitative circumvention of the closure problem of a spherical harmonics expansion of the Boltzmann equation, which is a microscopic description. Thus, we expect that no moment-based macroscopic transport model can describe nonequilibrium, quasi-ballistic transport in general for a wide range of design options, although for a graded base, advanced models such as ET and HD can match MC simulation for a certain range of base width of practical interest.

In the perspective of practical device simulation, we observed that the above fundamental limitations of macroscopic models may not lead to an unreasonable estimation of circuit design figure of merits such as transit time and cutoff frequency of practical SiGe BJTs. It is because: 1) the graded base reduces the abnormal base diffusion effect, and 2) the collector becomes the bottleneck of transport through the design options demanded by physics other than pure transport such as collector breakdown. This is likely to be true in the simulation of III-V HBTs, but the problem is too complicated to be distilled down to a simple one because they usually operate at high-current level for optimum performance [70] and have complicated collector structure due to the effect of multi-valley transport such as velocity modulation [71]. Thus, it is not easy to show a persuasive quantitative assessment on whether advanced macroscopic models are applicable to the simulation of high-speed III-V HBTs. However, we believe it is important to be aware of those limitations in mind when exploring a wide range of device design options using macroscopic transport models.

6.5 Summary

We investigated nonequilibrium, quasi-ballistic transport in high-speed BJTs by benchmarking against MC simulation various macroscopic transport models derived from the moments of the Boltzmann equation. We identified their fundamental limitations, and discussed the essence of the problem in relation to the theory of impact ionization explaining why no macroscopic models can overcome those limitations. But we also demonstrated that those limitations may not lead to an unreasonable
estimation of circuit performance of practical high-speed HBTs, and consequently resolved the apparent contradiction in related existing research.
7. SUMMARY AND FUTURE WORK

7.1 Summary

In Chapter 1, we defined quasi-ballistic transport, and pointed out that in this transport regime, the effects of deterministic carrier motion on determining important physical quantities required in device design and circuit simulation are missing in conventional macroscopic transport models. Further, we implied that this may lead to unreliable performance assessments of nanoscale MOSFETs and ultrahigh-speed BJTs as the scale or speed of devices is challenged to the edge.

In Chapter 2, we explored pure ballistic transport for a nanoscale MOSFET, where current and carrier density are solely determined by deterministic carrier motion between contacts not by scattering. We solved the Boltzmann equation in the ballistic limit, obtained ballistic carrier distribution, confirmed the essential physics in [22] as reflected in the shape of the distribution, and identified the possible limitations of moment-based macroscopic models in describing quasi-ballistic transport. This work is published as [1].

In Chapter 3, we performed a benchmarking study of conventional macroscopic models, the drift-diffusion models including Bude’s modification [11], and a version of the energy transport models for near-ballistic transport in a nanoscale MOSFET assuming source/drain series resistance is not a limiting factor. We identified the limitations discussed in Chapter 2 and suggested a way to develop a new model that does not suffer the limitations. We published the previous version of benchmarking study for an n-i-n structure as [12] and this version for a nanoscale MOSFET as [47].

In Chapter 4, based on the understanding developed in the previous chapters, we formulated a drift-diffusion type macroscopic model that accurately describes the ballistic transport in a nanoscale MOSFET. We developed the directed-moment ap-
proach by extending McKelvey’s flux method, in which we separate injections from different contacts, and describe each injection with flux equations derived from the partial moments or directed moments of the BTE, which adopt new hierarchy closure approximations valid in the ballistic limit and thus overcome the aforementioned limitations. This work is published as [53].

In Chapter 5, we implemented a simple scattering model into the ballistic drift-diffusion equation developed in Chapter 4 and formulated a quasi-ballistic drift-diffusion model for a nanoscale MOSFET where velocity saturation is not likely to occur. We demonstrated that the model can describe carrier transport from the diffusive limit to the ballistic limit as the strength of scattering decreases. Also, we learned that not only the scattering but also the hierarchy closure approximations should depend on dominant scattering mechanisms, which is determined by the type of material, bandstructure, and device structure since the effects of deterministic carrier motion depends on those factors as well. However, we found that this approach is limited to 1D. Although the quasi-ballistic DD model is limited to 1D and the scattering model is yet to be refined, it shows a promise to the simulation of carbon nanotube FETs and silicon nanowire FETs, whose intrinsic part is essentially 1D. This work is submitted to Semiconductor Research Corporation (SRC) as a deliverable report.

In Chapter 6, we studied quasi-ballistic transport in high-speed silicon based BJTs, identified fundamental limitations of the drift-diffusion, the one-flux, and the energy transport models, and resolved the issue on whether macroscopic transport models are applicable to the simulation of high-speed BJTs. We explained in relation to the theory of impact ionization that no macroscopic model based on moments of the BTE can overcome these limitations, but showed that despite the fundamental limitations in transport theory perspective, conventional macroscopic models can be used to assess transit time and cutoff frequency of practical SiGe BJTs. However, we believe that those limitations should be born in mind in exploring a wide range of design options since the design window may touch an area in the design space where the limitations could lead to an unreasonable performance assessment.
All in all, in this thesis:

1. We developed a thorough understanding of the physics of quasi-ballistic transport in nanoscale FETs and high-speed BJTs.

2. Based on this understanding, we identified the fundamental limitations of widely used macroscopic transport models such as the drift-diffusion and the energy transport models, and learned that the fundamental limitations can lead to unreasonable assessment of device and circuit performance.

3. Then, we built a new macroscopic transport model that does understand quasi-ballistic transport and the ballistic limit for the first time.

4. But we also found that the model has its own limitations as a general-purpose replacement for conventional models. Although it is not a comprehensive, quantitative macroscopic description of quasi-ballistic transport, it should prove useful for small field-effect transistors.

5. Finally, we conclude that conventional macroscopic models will continue to be used unless device functionality takes a full advantage of quantum effects, but that the users should be aware of their fundamental limitations as they may lead to incorrect prediction of device performance.

7.2 Future Work

The possibility of developing a general, comprehensive macroscopic transport model valid from the diffusive to the ballistic limit seems remote. There is, however, some future work that would make this study more complete.

7.2.1 Scattering in nanoscale FETs

As mentioned in Chapter 5, the quasi-ballistic drift-diffusion model shows a promise for simulating nanoscale FETs whose internal structure is essentially 1D. However,
the scattering and hierarchy closure approximations depend on the characteristics of dominant scattering mechanisms, which is not fully known yet for strongly quantum-confined degenerate carriers. Thus, to complete the quasi-ballistic model for nanoscale FETs, we need to understand the dominant scattering mechanisms and how they can be translated into macroscopic quantities such as low-field mobility.

### 7.2.2 Quasi-ballistic transport in high-speed III-V HBTs

As an extension of Chapter 6, it would be of interest to do a similar study for high-speed III-V HBTs since there are two things that make the problem different from that of SiGe BJTs: 1) that the thermionic emission velocity is much higher than the saturation velocity, thus 2) that unlike the velocity overshoot resulting from the ballistic peak in SiGe BJTs, the collector velocity overshoot and collector design of III-V HBTs are more or less associated with extending the transport of carriers in the Γ-valley into the deep collector [57]. As a result, advanced III-V HBTs are often operated at high current levels for optimum high-speed performance [70]. This requires self-consistent simulation with the Poisson equation and we may have to examine multi-valley balance equations [13] to complete the assessment of macroscopic models.
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APPENDIX A

ON THE VALIDITY OF THE SEMICLASSICAL APPROACH FOR 10 NM MOSFETS

The time-independent electron wave function implicitly assumed in our quasi-2D approach is [72]

\[ \Phi(x, y, z) = \sqrt{k_x(0)/k_x(x)} \ e^{i \int dx' k_x(x')} e^{ik_y y} \cdot \phi(z), \tag{A.1} \]

where \( k_x(x) \), the position-dependent wave number in the \( x \)-direction, is determined by

\[ k_x(x) = F(x, E, k_y) = \sqrt{E - E_S(x) - \frac{\hbar^2 k_y^2}{2m^*_x}}. \tag{A.2} \]

Note that \( k_x(x) \) is a function of well-defined quantum variables, \( E \) and \( k_y \). Although it is expressed as \( f(x, k_x, k_y) \) implicitly, the distribution of the Boltzmann transport equation is explicitly \( f(x, E, k_y) \). Thus, no uncertainty relation applies to the pair of \( x \) and \( k_x \). In other words, \( k_x(x) \) is not spectral \( k_x \) (the Fourier transform pair of \( x \)) but a locally defined wave number. Consequently, average carrier velocity is not related to \( \Delta k_x \), the uncertainty of spectral \( k_x \), but to the average of local \( k_x(x) \).

Equation A.1 is valid if the subband energy \( E_S(x) \) varies slowly with position \( x \) so that quantum mechanical reflections can be negligible [72]. The WKB approximation in the \( x \)-dependent component of \( \Phi(x, y, z) \) allows us to use the Boltzmann transport equation in describing transport along the \( x \)-direction at the cost of not capturing tunneling effects. Recent works [34] [35] have demonstrated that the assumption in Eq. A.1 is valid down in nanoscale MOSFETs to a channel length of approximately 10 nm. The reason is that quantum mechanical reflections exist in the regions that have little effects on macroscopic quantities such as current. However, it seems necessary to address the issue on the tunneling through the source-to-channel barrier.
Quantum calculation yields higher current than semiclassical calculation due to the tunneling if the same potential profile is given. However, self-consistent electrostatics makes little distinction between the macroscopic quantities of the two approaches; the charge density at the top of the barrier is mainly determined by gate electrostatics whether it is thermionic or tunneling charge. Hence, the barrier height for the quantum approach is higher than the semiclassical one resulting in small difference in the current [34]. However, below 10 nm, direct tunneling from source to drain disables the functionality of MOSFETs [34].
B.1 Derivation of the One-Flux Equations

We present a brief but proper derivation of Eqs. 4.1 ∼ 4.4 from the Boltzmann transport equation (BTE). For 1D transport along the x-direction as in our model device, the steady-state BTE is

\[ v_x \frac{\partial f}{\partial x} - q E_x \frac{\partial f}{\partial p_x} = \frac{\partial f}{\partial t} \bigg|_{\text{coll}} \]  

(B.1)

where the carrier distribution as a function of x and \( \vec{p} = (p_x, p_y, p_z) \) is \( f = f(x, \vec{p}) \).

Equations 4.1 ∼ 4.4 are derived taking partial averages of Eq. B.1 over the two subdomains of the momentum space: 1) \( \Omega_+ = \{ \vec{p} | p_x > 0 \} \) for + stream, and 2) \( \Omega_- = \{ \vec{p} | p_x < 0 \} \) for − stream. The whole momentum space is \( \Omega = \Omega_+ \cup \Omega_- \). The averages of the flux term of Eq. B.1 over \( \Omega_\pm \) yield the spatial variations of \( J^\pm \), i.e.,

\[ \frac{1}{V} \sum_{\Omega_\pm} v_x \frac{\partial f}{\partial x} = \frac{d}{dx} \left( \frac{1}{V} \sum_{\Omega_\pm} v_x f \right) = \frac{d}{dx} (\pm J^\pm), \quad \text{Flux terms} \]  

(B.2)

where \( V \) is a normalization volume and \( J^- \) is defined positively. Applying the chain rule, \( \frac{\partial f}{\partial p_x} = \frac{\partial f}{\partial E} \cdot \frac{\partial E}{\partial p_x} \) and the identity, \( \frac{\partial E}{\partial p_x} = v_x \), to the field term of Eq. B.1, we obtain

\[ \frac{1}{V} \sum_{\Omega_\pm} q E_x \frac{\partial f}{\partial p_x} = q E_x \left( \frac{1}{V} \sum_{\Omega_\pm} (v_x f) \frac{1}{f} \frac{\partial f}{\partial E} \right), \]  

(B.3)

where \( E \) is total carrier energy. Converting the sum over \( p_x \) into an integral, we obtain

\[ \frac{1}{V} \sum_{\Omega_\pm} q E_x \frac{\partial f}{\partial p_x} = \pm q E_x \frac{1}{2\pi \hbar A} \sum_{p_y p_z} f(p_x = 0, p_y, p_z), \]  

(B.4)
where $A$ is a normalization area of the $y$-$z$ plane. Note that $f(0, p_y, p_z)$ represents stationary carriers in the $x$-direction, which are generated by the decelerating electric field (See Fig. 4.3). Hence, it is reasonable to assume that the distribution associated with a stream under deceleration remains in a near-equilibrium shape as in thermionic emission. In nondegenerate conditions, a hemi-Maxwellian, $f \sim \exp(-E/k_BT_L)$, can be assumed. Then, from Eq. B.4, we obtain
\[
\frac{1}{V} \sum_{\Omega_\pm} \left( v_x f \right) \frac{1}{f} \frac{\partial f}{\partial E} = -\frac{1}{k_BT} \frac{1}{V} \sum_{\Omega_\pm} v_x f \mp \frac{J^\pm}{k_BT}, \tag{B.5}
\]
or
\[
\frac{1}{V} \sum_{\Omega_\pm} q\xi_x \frac{\partial f}{\partial p_x} = \mp \frac{q\xi_x}{k_BT} J^\pm. \tag{Field terms B.6}
\]
The averages of the scattering term of the BTE are expressed as
\[
\frac{1}{V} \sum_{\Omega_\pm} \frac{\partial f}{\partial t} \bigg|_{\text{coll}} = \pm \left( -\frac{n^+}{\tau^+} + \frac{n^-}{\tau^-} \right) \tag{B.7}
\]
where $n^\pm$ are carrier densities in $\pm$ streams and $\tau^\pm$ are corresponding macroscopic relaxation times associated with backscattering. Although Eq. B.7 can be derived rigorously from the scattering integral of the BTE, the following phenomenological explanation verifies Eq. B.7. The averages of the BTE over $\Omega_\pm$ yield the rate equations for $n^\pm$. Thus, the backscattering of $+$ stream decreases $n^+$ with the rate of $n^+ / \tau^+$ but the backscattering of $-$ stream increases $n^+$ with the rate of $n^- / \tau^-$. Scattering that causes a carrier to remain in the same stream does not appear because it does not change the number of carriers. The sign $\pm$ in Eq. B.7 results from the continuity condition,
\[
\frac{1}{V} \sum_{\Omega} \frac{\partial f}{\partial t} \bigg|_{\text{coll}} = \frac{1}{V} \sum_{\Omega_+} \frac{\partial f}{\partial t} \bigg|_{\text{coll}} + \frac{1}{V} \sum_{\Omega_-} \frac{\partial f}{\partial t} \bigg|_{\text{coll}} = 0, \tag{B.8}
\]

since scattering neither creates nor destroy carriers (we exclude explicit generation or recombination of carriers). To make Eq. B.7 compatible with the one-flux equations, we define scattering mean-free-paths for $\pm$ streams as
\[
\lambda^\pm \equiv 1/\xi^\pm = \langle v_x \rangle^\pm \tau^\pm. \tag{B.9}
\]
Further, we assume that $\xi^+ \approx \xi^- \approx \zeta_0$, which is valid in near-equilibrium. Then, using Eq. 4.5, Eq. B.7 becomes

$$\frac{1}{V} \sum_{\Omega_{\pm}} \langle f \rangle = \pm \left( -\zeta_0 J^+ + \zeta_0 J^- \right).$$

Scattering terms

(B.10)

From Eqs. B.2, B.6, and B.10, we can obtain Eqs. 4.1 ~ 4.4.

### B.2 Derivation of the Degeneracy Factors for the Ballistic Drift-Diffusion Equation

We derive Eqs. 4.7 and 4.8. In degenerate semiconductors, the near equilibrium distribution $f$ associated with streams under deceleration can be assumed to be

$$f(x, E) = \frac{1}{1 + \exp((E - \mu_{\pm})/k_BT_L)}.$$  \hspace{1cm} (B.11)

Using the property, $\frac{\partial f}{\partial E} = -\frac{\partial f}{\partial \mu_{\pm}}$, we can see that

$$\sum_{\Omega_{\pm}} \frac{\partial f}{\partial p_x} = \sum_{\Omega_{\pm}} v_x \frac{\partial f}{\partial E} = -\frac{\partial}{\partial \mu} \left( \sum_{\Omega_{\pm}} v_x f \right) = -\frac{\partial}{\partial \mu} \left( \pm J^\pm \right).$$

(B.12)

For the 2D electrons in our model device, $J^\pm = J_0 \mathcal{F}_{1/2}(\eta_{\pm})$ [33], where $J_0$ is bias independent flux density, $\eta_{\pm}(x) = (\mu_{\pm} - E_S(x))/k_BT_L$. From Eqs. B.3, B.11, and B.12, we can show that

$$F_{\deg}^\pm = \frac{\mathcal{F}_{-1/2}(\eta_{\pm})}{\mathcal{F}_{1/2}(\eta_{\pm})},$$

(B.13)

using the property of Fermi-Dirac integral [73],

$$\frac{\partial}{\partial \mu_{\pm}} \mathcal{F}_j(\eta_{\pm}) = \frac{1}{k_BT_L} \mathcal{F}_{j-1}(\eta_{\pm}).$$

(B.14)

### B.3 Scharfetter-Gummel Discretization of the Ballistic Drift-Diffusion Equation

We show how to discretize Eq. 4.38 with the boundary conditions in Eqs. 4.45 and 4.46 using the Scharfetter-Gummel (SG) scheme [51]. Figure B.1 shows that in the SG scheme, the position $x$, the equivalent density $N$, and the potential $V$ are
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Fig. B.1. Node and edge quantities in the Scharfetter-Gummel discretization
defined at the nodes (or centers) of the control volumes indexed with \(i = 1, i, i + 1\) 
\((i=2, 3, \ldots, M-1, M\) is the total number of nodes) but the flux density \(J\), electric field \(E_x\), the equivalent mobility \(\mu^{*}\), and the degeneracy factor \(F_{\text{deg}}\) are defined at the edges of the control volumes, which are indexed with \(i - \frac{1}{2}, i + \frac{1}{2}\).

We first integrate Eq. 4.38 over the interval \([x_i, x_{i+1}]\) weighting with a function \(W(x)\) that converts the right-hand-side of Eq. 4.38 into a total derivative with respect to \(x\), which is given as

\[
W(x) = \exp \left( \frac{qE_x}{k_BT_L} x \right). \tag{B.15}
\]

(We assume a nondegenerate condition, i.e., \(F_{\text{deg}} = 1\) but it can be readily included in the derivation by replacing \(1/k_BT_L\) with \(F_{\text{deg}}/k_BT_L\).) Then, Eq. 4.38 becomes

\[
J_{i+1/2} = -\mu^{*}_{i+1/2} \frac{k_BT_L}{q\Delta x_{i+1/2}} \left[ B \left( \frac{qE_{i+1/2}}{k_BT_L} \Delta x_{i+1/2} \right) N_{i+1} - B \left( \frac{qE_{i+1/2}}{k_BT_L} \Delta x_{i+1/2} \right) N_i \right], \tag{B.16}
\]

where \(B(\bullet)\) is the Bernoulli function, i.e., \(B(x) = x/\left[\exp(x) - 1\right]\) and \(\Delta x_{i+1/2} = x_{i+1} - x_i\). Note that the edge quantities (e.g., \(J_{i+1/2}\)) are assumed to be constant over the interval \([x_i, x_{i+1}]\) in the integration. Similarly, we integrate Eq. 4.38 over the interval \([x_{i-1}, x_i]\) weighting with \(W(x)\) and get

\[
J_{i-1/2} = -\mu^{*}_{i-1/2} \frac{k_BT_L}{q\Delta x_{i-1/2}} \left[ B \left( -\frac{qE_{i-1/2}}{k_BT_L} \Delta x_{i-1/2} \right) N_i - B \left( \frac{qE_{i-1/2}}{k_BT_L} \Delta x_{i-1/2} \right) N_{i-1} \right]. \tag{B.17}
\]

Since the flux density satisfies the continuity equation in Eq. 4.34, Eqs. B.16 and B.17 should satisfy

\[
J_{i+1/2} - J_{i-1/2} = 0. \tag{B.18}
\]

From Eqs. B.16 ~ B.18, we can set up a matrix equation for all \(N_i\) except at the boundaries as

\[
C_1^{i-1/2} N_{i-1} - \left[ C_1^{i+1/2} - C_2^{i-1/2} \right] N_i - C_2^{i+1/2} N_{i+1} = 0, \tag{B.19}
\]

where

\[
C_1^{i+1/2} = -\mu^{*}_{i+1/2} \frac{k_BT_L}{q\Delta x_{i+1/2}} B \left( \frac{qE_{i+1/2}}{k_BT_L} \Delta x_{i+1/2} \right), \tag{B.20}
\]
and
\[ C_{2}^{i+1/2} = \mu_{i+1/2} \frac{k_{B}T_{L}}{q\Delta x_{i+1/2}} B \left( -\frac{q\varepsilon_{i+1/2}}{k_{B}T_{L}} \Delta x_{i+1/2} \right), \quad (B.21) \]
\[ i=1, \ldots, M-1. \]

Discretizing the boundary conditions in Eqs. 4.45 and 4.46 using the same technique, we get
\[ \left( 1 - C_{1}^{1+1/2} \right) N_{1} - C_{2}^{1+1/2} N_{2} = 2J^{+} (0) \quad (B.22) \]
at \( x = 0 \), and
\[ C_{1}^{M-1/2} N_{M-1} + \left( 1 + C_{2}^{M-1/2} \right) N_{M} = 2J^{-} (L) \quad (B.23) \]
at \( x = L \).

Using Eqs. B.19, B.22, and B.23, we obtain the following tridiagonal matrix equation for \( N_{i} \) (\( i=1, \ldots, M \)) as
\[
\begin{bmatrix}
1 - C_{1}^{1+1/2} & C_{2}^{1+1/2} & 0 & 0 \\
\vdots & \ddots & \ddots & \ddots \\
C_{1}^{i-1/2} & -C_{1}^{i+1/2} + C_{2}^{i-1/2} & C_{2}^{i+1/2} & \ddots & \ddots & \ddots \\
\vdots & \ddots & \ddots & \ddots & \ddots & \ddots \\
0 & C_{1}^{M-1/2} + C_{2}^{M-1/2} & 1 \end{bmatrix} \begin{bmatrix} N_{1} \\ \vdots \\ N_{i} \\ \vdots \\ N_{M} \end{bmatrix} = \begin{bmatrix} 2J^{+} (0) \\ \vdots \\ 0 \\ \vdots \\ 2J^{-} (L) \end{bmatrix}. \quad (B.24)
\]

From \( N_{i}'s \), we can get \( J_{i+1/2}'s \) using Eq. B.16.

### B.4 Modification of the Ballistic Drift-Diffusion Model for a Carbon Nanotube FET

Starting from the bandstructure, we derive modification of the ballistic drift-diffusion model for the model CNTFET in Fig. 4.1.

For the lowest subband \( E_S(x) \) in the model CNTFET, there are two valleys of conduction that satisfy the following \( E-k \) relation \([74]\]
\[
E = A\sqrt{k^2 + k_R^2} - A|k_R| + E_S(x), \quad (B.25)
\]
where \( A = \frac{3}{2}bt \) and the length of C-C bonding \( b \approx 1.44 \text{Å} \) and the bonding energy \( t \approx 2.5 \text{ eV} \). The confinement wave number \( k_R \) is expressed in terms of the tube diameter \( d \) as \( k_R = 2\pi/3\pi d \) \cite{74}. The corresponding density of states (DOS) is \cite{2}

\[
D(E) = \frac{2}{\pi} \frac{dk}{dE} = \frac{4}{3\pi bt} \frac{|E - E_S(x) + \Delta|}{\sqrt{(E - E_S(x) + \Delta)^2 - \Delta^2}} , \tag{B.26}
\]

where \( \Delta \equiv A|k_R| \). From the DOS, we get carrier density and current for the positive stream at the top of the source-to-channel barrier as

\[
n^+ = \frac{2}{\pi} \int_0^\infty \frac{dk}{1 + \exp \left[ \left( \sqrt{A^2 k^2 + \Delta^2} - \Delta + E_S(x) - \mu_+ \right)/k_B T_L \right]} \tag{B.27}
\]

and

\[
I^+ = \frac{4k_B T_L}{\pi \hbar} \log \left[ 1 + \exp \left( \frac{\mu_+ - E_S(x)}{k_B T_L} \right) \right] . \tag{B.28}
\]

where \( \mu_+ \) is the Fermi-level for the positive stream, according to which the states are occupied.

Now we derive the degeneracy factor for the positive stream as in Eq. 4.9, the thermal injection velocity \( \tilde{v}_T^+ \) as in Eq. 4.22, and the overshoot peak velocity \( v_{\text{peak}}^+ \) as in Eq. 4.17. From Eq. 4.9, the degeneracy factor for the positive stream becomes

\[
F_{\text{deg}}^+ = \frac{dI^+/d\zeta^+}{I^+} = \frac{\mathcal{F}_{-1}(\zeta_+)}{\log[1 + \exp(\zeta_+)]} , \tag{B.29}
\]

where \( \mathcal{F}_{-1} \) is the Fermi-Dirac integral of order \(-1\) and the normalized energy \( \zeta_+ \) is

\[
\zeta_+ = \frac{\mu_+ - E_S(x)}{k_B T_L} . \tag{B.30}
\]

The negative part can be obtained in the same way. From Eqs. B.27 and B.28, we get thermal injection velocity \( \tilde{v}_T^+ \) as

\[
\tilde{v}_T^+ = v_F \int_0^\infty \frac{\log \left[ 1 + e^{\zeta_+} \right]}{1 + \exp \left( \sqrt{\zeta_+^2 + \delta^2 - \zeta_+} \right)} d\zeta^+ , \tag{B.31}
\]

where the Fermi velocity of the nanotube \( v_F = \frac{3}{2}tb/\hbar, \, \zeta = Ak/k_B T_L, \) and \( \delta = \Delta/k_B T_L \). The overshoot peak velocity at \( x \) is approximated as the group velocity at energy \( E_{\text{max}} - E_S(x) \), which is

\[
v_{\text{peak}}^+(x) = \frac{1}{\hbar} \frac{\partial E}{\partial k} = v_F \frac{\sqrt{(E_{\text{max}} - E_S(x) + \Delta)^2 - \Delta^2}}{|E_{\text{max}} - E_S(x) + \Delta|} . \tag{B.32}
\]
Then, the ballistic closure approximation on $v^+(x)$ in $x_{\text{max}} < x < L$ becomes

$$v^+(x) = \sqrt{\hat{v}^+_I(x = x_{\text{max}})^2 + v_{\text{peak}}^+(x)^2}.$$  \hspace{1cm} (B.33)

In this way, one can derive the rest of the closure approximations similar to in Eqs. 4.18 $\sim$ 4.21 for the model CNTFET.
APPENDIX C
SUPPLEMENTAL MATERIAL FOR THE QUASI-BALLISTIC DRIFT-DIFFUSION MODEL

C.1 Mean Free Path vs. Low-field Mobility

There are several versions of low-field mobility $\mu_0$ to mean-free-path relation $\lambda_{el}$, but we adopt the relation that arises when Eq. 5.2 reduces to the drift-diffusion equation. First, we derive a relation between the associated diffusivity $D_0$ and the mean free path, which reduces to Shockley’s relation in nondegenerate conditions [28],

$$D_0 = \frac{\nu_T}{2} \lambda. \quad (C.1)$$

Then, we relate $\mu_0$ to $\lambda_{el}$ using the modified Einstein relation for confined degenerate carriers in inhomogeneous semiconductors [53]

$$D_0 = \frac{k_B T_L}{q} \mu_0 \frac{\mathcal{F}_{1/2}}{\mathcal{F}_{-1/2}}, \quad (C.2)$$

where $\mathcal{F}_j$ is the Fermi-Dirac integral of order $j$.

In a low-field condition $\mathcal{E}_\text{scatt} \gg |\mathcal{E}_x| \approx 0$, we can ignore the field terms in Eqs. 5.2 and 4.39 get

$$J = q \frac{\nu_T}{2\xi_0} \frac{dN}{dx}, \quad (C.3)$$

which should be identical to the Fick’s law

$$J = q D_0 \frac{dn}{dx}. \quad (C.4)$$

Under this condition, inelastic scattering is not active and the distribution is almost symmetric. Thus, we get: 1) $\xi_0 = \lambda_{el}^{-1}$, 2) $N \approx 2J^+/\nu_T$ since $J^+ \approx J^- \gg -J/q$, and 3) $n \approx 2n^+$ since $n^+ \approx n^-$. Also for 2D confined carriers, the positive and the negative streams are given as $J^\pm = J_0 \mathcal{F}_{1/2}(\eta_\pm)$ and the densities are $n^\pm = n_0 \mathcal{F}_0(\eta_\pm)$,
Table C.1

λ_{el} to μ₀ relation for both degenerate and nondegenerate conditions

<table>
<thead>
<tr>
<th>λ_{el} [nm]</th>
<th>1</th>
<th>3</th>
<th>5</th>
<th>7</th>
<th>10</th>
<th>20</th>
<th>100</th>
</tr>
</thead>
<tbody>
<tr>
<td>μ₀^{deg} [cm²/Ns]</td>
<td>22</td>
<td>62</td>
<td>101</td>
<td>140</td>
<td>198</td>
<td>387</td>
<td>1881</td>
</tr>
<tr>
<td>μ₀^{non} [cm²/Ns]</td>
<td>23</td>
<td>70</td>
<td>116</td>
<td>160</td>
<td>232</td>
<td>463</td>
<td>2317</td>
</tr>
</tbody>
</table>

where \( J_0 \) and \( n_0 \) are a bias independent flux and carrier density respectively [33]. From Eqs. C.3 and C.4 we obtain

\[
J = q \frac{\lambda_{el}}{2} J_0 \frac{d \mathcal{F}_{1/2}}{dx} = q D_0 n_0 \frac{d \mathcal{F}_0}{dx}. \tag{C.5}
\]

Then, we obtain a modified Shockley relation as

\[
D_0 = \frac{v_T}{2} \lambda_{el} \frac{\mathcal{F}_{-1/2}}{\mathcal{F}_{-1}}, \tag{C.6}
\]

which becomes Eq. C.1 in nondegenerate conditions. We utilize the following facts that \( J_0/n_0 = v_T \), and that from the property of derivatives of Fermi-Dirac integrals [73] and the chain rule, we have

\[
\frac{d \mathcal{F}_{1/2}}{dx} = \frac{d \mathcal{F}_0}{d \eta} \frac{d \mathcal{F}_{1/2}}{d \eta} = \frac{\mathcal{F}_{-1/2}}{\mathcal{F}_{-1}}. \tag{C.7}
\]

Now, eliminating \( D_0 \) in Eqs. C.2 and C.4, we obtain the relation between \( \mu_0 \) and \( \lambda_{el} \) as

\[
\mu_0 = \frac{q}{k_B T_L} \frac{v_T^2}{2} \frac{\mathcal{F}_{-1/2}}{\mathcal{F}_{-1} \mathcal{F}_{1/2}} \lambda_{el}. \tag{C.8}
\]

Table C.1 shows the value of mobility extracted from the simulation results in section 5.4 for given \( \lambda_{el} \) in both degenerate (\( \mu_0^{deg} \)) and nondegenerate (\( \mu_0^{non} \)) conditions. Note that in a 10 nm nanoscale MOSFET, at quite low values of \( \mu_0 \) transport starts to become quasi-ballistic, i.e., \( \lambda_{el} > \ell \approx 3 \) nm, where \( \ell \) is the length of the critical region under high drain bias [22].
C.2 Derivation of the Quasi-Ballistic Closure in Eqs. 5.23 ~ 5.26

We derive Eqs. 5.23~5.26 for the source-injected carriers in the channel region shown in Fig. 5.1. We assume that \( W^{+}_{xx} = \frac{1}{2} m^* n^+ \langle v^2 \rangle^+ \), the total kinetic energy density in the transport direction (x-direction) of the positive stream, has three components: 1) thermal component with the total density \( n^+ \)

\[
W^{+}_{xx|\text{th}} = \frac{1}{2} m^* n^+ \bar{v}^2_T (x = x_{\text{max}}), \tag{C.9}
\]

2) ballistic component in Eqs. 5.13 and 5.14 with the density \( n^+_{\text{ball}} \)

\[
W^{+}_{xx|\text{ball}} = \frac{1}{2} m^* n^+_{\text{ball}} v_{\text{B peak}}^2, \tag{C.10}
\]

and 3) scattered component in Eqs. 5.13, 5.15 and 5.16 with the density \( n^+ - n^+_{\text{ball}} \)

\[
W^{+}_{xx|\text{scat}} = \frac{1}{2} m^* (n^+ - n^+_{\text{ball}}) \left\langle (v_{S\text{peak}} \hat{\mathbf{r}} \cdot \hat{x})^2 \right\rangle^+. \tag{C.11}
\]

The brackets in Eq. C.11 denote an average over angle \( \phi \) in 2D momentum space associated with the positive half, which is

\[
\left\langle (v_{S\text{peak}} \hat{\mathbf{r}} \cdot \hat{x})^2 \right\rangle^+ = v_{S\text{peak}}^2 \int \frac{d\phi}{2 \pi} \int_{-\pi}^{\pi} \cos^2 \phi d\phi = \frac{1}{4} v_{S\text{peak}}^2 \tag{C.12}
\]

Note that the domain of the integral in the numerator is \([-\pi/2, \pi/2]\) for the positive half. From Eqs. C.9 ~ C.12, we get

\[
\langle v^2 \rangle^+ = \bar{v}_T^2 + \frac{1}{4} v_{S\text{peak}}^2 \left[ 1 - \frac{n^+_{\text{ball}}(x)}{n^+(x)} \right] + v_{\text{B peak}}^2 \frac{n^+_{\text{ball}}(x)}{n^+(x)}. \tag{C.13}
\]

Since \( B(x) = n^+_{\text{ball}}(x)/n^+(x) \), and \( \sqrt{\langle v^2 \rangle^+} \approx \langle v \rangle^+ \) if the peak distributions in Eq. 5.13 is dominant [53], Eq. C.13 reduces to Eq. 5.23

\[
\langle v \rangle^+ = \sqrt{\bar{v}_T^2 (x = x_{\text{max}}) + \frac{1}{4} v_{S\text{peak}}^2 [1 - B(x)] + v_{\text{B peak}}^2 B(x).} \tag{C.14}
\]

The corresponding backscattered stream has the same components except the ballistic part, thus we get Eq. 5.24

\[
\langle v \rangle^- = \sqrt{\bar{v}_T^2 (x = x_{\text{max}}) + \frac{1}{4} v_{S\text{peak}}^2 [1 - B(x)].} \tag{C.15}
\]
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