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ABSTRACT

Banoo, Kausar, Ph.D., Purdue University, December, 2000. Direct solution of the
Boltzmann Transport equation in nanoscale Si devices. Major Professor: Prof. Mark
S. Lundstrom.

Predictive semiconductor device simulation faces a challenge these days. As de-

vices are scaled to nanoscale lengths, the collision-dominated transport equations

used in current device simulators can no longer be applied. On the other hand, the

use of a better, more accurate Boltzmann Transport Equation (BTE) is hampered

by the fact that it is a complicated integro-differential 6-dimensional kinetic equation

and is extremely difficult to solve. Previous works on solving the BTE have used

either a stochastic method or an approximate method, both of which do not have the

suitable properties for practical device simulation. Therefore, this work describes the

first direct numerical solution of the BTE for semiconductors that can be used for

practical device simulation. This is done by using powerful mathematical techniques

to discretise the BTE in energy and angle without making any approximations about

the angular shape of the distribution function or the collision integral. Such a direct

discretisation results in a very large matrix equation,with N = 106–107 unknowns. In

order to address the need for efficient and fast solutions, this work also reports the first

application of a preconditioned iterative method (GMRES) to the BTE. This method

is not only fast (on the order of N1.2) but also has low memory requirements because

it does not require explicit storage of the matrix elements. The technique developed

in this work is also highly suitable for self-consistent device simulations because it

shows smooth and stable convergence when coupled to the Poisson equation. Finally,

this method is applied to study transport in two representative nanoscale devices —

a one-dimensional 50nm n+-p-n+ diode and a two-dimensional 50nm ultra-thin body

dual-gate nMOSFET. The report ends with a summary and a discussion of possible

future improvements in this field.
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1. Introduction

This dissertation describes a direct numerical solution to the semi-classical Boltz-

mann Transport equation (BTE) in semiconductor devices. The objective of this

work is to demonstrate, for the first time, that with powerful numerical techniques it

is possible to solve the BTE directly without making any approximations. It will be

shown that this method has important applications in predictive semiconductor de-

vice simulation (specifically for nano-scale Si MOS transistors) and greater accuracy

over the common models in current use.

The organisation of this chapter is as follows. Section 1.1 starts with a brief

background on semiconductor device simulation and attempts to put the various

methods (models) of semiconductor simulation in perspective. In this regard, special

attention is given to the BTE and the motivation behind this project. Section 1.2

describes the BTE and its important properties in detail. Section 1.3 presents a brief

introduction to the finite volume method used to solve the BTE in this work. The

concepts discussed in this section are simple and can be skipped by experts. Finally,

Section 1.4 presents a chapter-wise overview of the dissertation and its key results.

1.1 Background

Semiconductor device simulation has seen considerable progress in the past 40

years. It has evolved from initial theoretical formulation into sophisticated tools that

can simulate the electrical properties of a wide variety of semiconductor devices (such

as [1, 2, 3]). There is no doubt that such device simulation has aided the growing

semiconductor industry by predictive analysis and even trouble-shooting of device

design [4]. At present, even as the semiconductor integrated circuits continue to

increase in complexity and density, the underlying devices continue to get smaller,

faster and more complex in their behaviour. Therefore, it is expected that device
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simulation will continue to be the most effective way of understanding how to design

devices with desirable properties, at least for the foreseeable future.

The desirable electrical properties of semiconductor devices fall into the categories

of steady-state DC, large-signal, small-signal, high frequency (including RF), noise

and reliability, to name a few. For a review, please see [5]. The models used to

simulate these properties are basically a set of partial differential equations (PDEs)

that describe the transport of the charged carriers through the device. The solution

of this set of equations depends on the specific structure and geometry of the device

and the applied voltage.

However, when it comes to transport models, there is not one but a hierarchy of

models that can be used to simulate the electrical properties of devices. They can

broadly be classified in the following order, according to decreasing complexity:

Semi-classical BTE

Hydrodynamic-type

Drift-diffusion

Quantum Transport

Fig. 1.1. Hierarchy of transport models.

The quantum transport equation and the semi-classical BTE are known as “kinetic

models” because they describe the behaviour of the carriers in the entire state space

(momentum, space and time). The drift-diffusion and hydro-dynamic equation are

known as “balance” equations because they describe the behaviour of the ensemble

of carriers only. Needless to say the more sophisticated set of equations (models)

can capture complex transport effects more accurately than simple models, but at
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the cost of greater computational burden and difficulty. The motivation for solving

a higher-level transport model such as the BTE or quantum transport comes from

the analysis of device designs currently being proposed or tested for IC production

within the next 12 years [6]. Two examples can be given in this regard.

It has been known for a long time that carriers in the inversion layer of Si MOS-

FETs must be confined in a region of < 50 Å thickness [7] and therefore must exhibit

some quantisation effects. The interest in pursuing quantum models for Si transport

was renewed when there were several reports of experimental observations of quan-

tum confinement in MOSFETs inversion layers, particularly at low temperatures, low

bias and under magnetic fields (review in [8]). These effects become stronger as the

minimum device feature size shrinks and cannot be accounted for by classical models.

Similarly, it is being increasingly reported that commonly-used drift-diffusion and

hydrodynamic-type models are inadequate to describe nano-scale device operation

[9, 10]. Recent experimental observations also demonstrate that when a reasonably

conventional MOSFET design is scaled down to 30–60 nm, it operates in the quasi-

ballistic regime [11]. So far, this effect can only be correctly described by kinetic

transport models.

In general, the choice of a suitable model is determined by many factors includ-

ing speed of solution, its numerical accuracy and its physical validity. Therefore, it

is necessary to understand both the nature and range of transport models, in the

context of the experimental observations, so that they can be applied correctly to

device simulations. The following sections present a brief description of the quantum

transport models, BTE, drift-diffusion and hydrodynamic models, with examples of

their typical or most successful applications.

1.1.1 Quantum Transport

The most fundamental transport model of all is quantum transport. It is used to

study the properties of variety of devices that exhibit “quantum” behaviour such as

quantum interference, carrier confinement, tunnelling and single electron charging,

to name a few. Such quantum devices can range from mesoscopic semiconductor



- 4 -

devices to superconductors, molecular conductors and carbon nanotubes. Quantum

transport can describe the evolution of the trajectory of a carrier wave packet across

the device under the influence of all possible interactions — coulombic, randomising

and dissipative (scattering), and most importantly, phase interactions. In its full

complexity, quantum transport is, indeed, a very difficult problem to solve.

Unlike the text book examples of the one-particle Schrödinger equation in the

presence of a given independent Coulombic potential, quantum transport in semicon-

ductors is a multi-particle interacting system with open boundaries and many types

of scattering. It can only be done with great computational burden [12, 13] or by

using approximations of limited applicability [14]. At present, many methods have

been proposed to attack the problem of quantum transport in semiconductors, the

most notable of which are Wigner transformations [15], Pauli Master Equation [16]

and non-equilibrium Green’s function method [17].

All the above methods are equivalent because they represent a different transfor-

mation of the same physical problem, but they differ in the ease with which they can

include the effects of scattering, phase-breaking events and the transition from con-

fined to unconfined and coherent to incoherent regions that must exist in any realistic

semiconductor device. In this regard, the non-equilibrium Green’s function (NEGF)

formalism, or equivalently the Keldysh formalism, appears to be the most promis-

ing. It involves solving for the two-point correlation function or the Green’s function

in presence of all physical processes inside the device. The solution of the Green’s

function can then provide all the information about energy eigen-states, carrier con-

centration and current density from ab initio principles and statistical mechanics (for

an excellent discussion, please see chapter 8 of [17]). The NEGF approach has been

successfully applied to study quantum effects in III-V compound semiconductor de-

vices [12, 18] but has only achieved limited success for traditional Si MOS devices, so

far [19, 20].
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1.1.2 Boltzmann Transport

The Boltzmann Transport Equation is a semi-classical approach to carrier trans-

port. It describes the evolution of the trajectory of a particle by using a combination

of Newtonian mechanics and quantum probabilistic scattering rates (Fermi-golden

rule). The former account for the classical motion of the particle and the latter

account for dissipative processes from one energy state to another. Unlike quantum

transport, the energy eigen-states are not determined during the solution but are pre-

computed by an independent method. The BTE can be derived from the quantum

mechanical (Liouville-Von Neumann) transport equation under simplifying assump-

tions and ignoring all phase coherence [21, 22]. A good introduction to the BTE, its

physical parameters and its application for device simulation can be found in [21].

Since the BTE does not include phase information, it is simpler to solve than

quantum transport. It has been attacked by several methods of solution. Among

the earlier approaches were approximate analytical methods based on the Legendre

polynomial expansion [23]. These did not achieve much success because the drastic

approximations used to simplify the problem and to obtain analytical solutions were

valid only in the simplest cases and not for any practical devices. Other earlier

methods were based on an iterative integration technique that appeared to work well

only for low-field transport [24].

In the 1960s, a statistical integration method based on the Monte Carlo technique

was suggested as a means to solve the BTE. It has achieved the most success among

all other methods so far, due to its ease of programming, ease of including a variety of

physical effects in the same framework, simple numerical algorithms and low memory

requirements (review in [25]). The state-of-the-art Monte Carlo techniques can sim-

ulate transport in complicated device geometries with complicated band structures

[26, 27]. However, the Monte Carlo technique suffers from several fundamental disad-

vantages v.i.z. statistical noise in low-bias near-equilibrium conditions and inability

to handle rare events such as transport over a barrier and recombination-generation

(although the latter are not thought to be critical in sub-micron devices). These con-
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ditions involve events that occur at exponentially decreasing probabilities and cannot

be detected by a stochastic method that has a well-known 1/
√

N convergence only for

nearly uniform distributions. Some methods have been suggested to “enhance” the

exponential tails of distribution functions so that they can be detected and that has

provided some degree of respite [28]. However, a stochastic method inherently has

lesser accuracy than a direct numerical method with controlled discretisation error.

Among other significant methods to solve the BTE, the Cellular Automata meth-

ods, the Scattering matrix method and the Spherical Harmonic method must be

mentioned. For a more detailed review, please see [29].

1. Cellular Automata

“A cellular automaton is a discrete dynamical system. Space, time, and the

states of the system are discrete. Each point in a regular spatial lattice, called

a cell, can have any one of a finite number of states. The states of the cells in

the lattice are updated according to a local rule. That is, the state of a cell at a

given time depends only on its own state one time step previously, and the states

of its nearby neighbors at the previous time step. All cells on the lattice are

updated synchronously. Thus the state of the entire lattice advances in discrete

time steps” [30]. The BTE can also be viewed as a Cellular Automata problem

[31, 32] by constructing cells momentum space and real space and ascribing a

state (value of the distribution function) to each cell. The state of the cell is

then updated in discrete time steps according to the above algorithm until the

simulation is complete. The solution is, therefore, the value of the distribution

function in all cells of the momentum and real space.

2. Scattering Matrix Approach

This is also known as the response matrix approach. A scattering matrix of a

given slab of semiconductor relates the out-going fluxes to the incident fluxes,

due to the presence of all the scattering mechanisms and the electric field inside

the slab [33, 34]. The flux in this case represents the flux carried by the distri-
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bution function of the electrons. For better accuracy of the method, the flux

(or equivalently the distribution function) is discretised in momentum space.

The advantage of this method is that the solution of the BTE easily be com-

puted by breaking up the device into a series of slabs and then cascading the

scattering matrices of the slabs together [35]. However, this requires that the

scattering matrix for every slab must be available, where all slabs do not have

the same size or scattering mechanisms and fields inside them. Hence a library

of scattering matrices needs to be precomputed for slabs with all possible combi-

nations of sizes, fields and scattering mechanisms. This has enormous memory

requirements, especially if number of fluxes is large (or equivalently the discreti-

sation in momentum space is fine). However, the size of the problem can be

reduced using an exponential weighting in energy for the fluxes discretised in

momentum space and a neat operator splitting technique [36].

....... .......
left

contact
right

contact

scattering matrix

Fig. 1.2. Illustration of the scattering matrix approach in 1D. The solid arrows
represent out-going fluxes and the hatched arrows represent incident fluxes.

The disadvantage of the scattering matrix method is that it gets more compli-

cated in 2D and only square elements can be used in order to keep the size of the

library small. Even then, the operator splitting technique does not generalise

straightforwardly to 2D [29].
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3. Spherical Harmonic Method

The Spherical Harmonic Method is a method to solve the BTE by expanding the

distribution function into a series of Spherical Harmonics. When the Spherical

Harmonic expansion is substituted back into the BTE, the terms with the same

Y m
l can be separated on the basis of their orthogonality. This gives rise to a

series of equations in terms of the spherical harmonics and can be solved for

the coefficients, which are only functions of energy. This method is usually

used with only the first two terms of the expansion [37, 38] which in general

can be inadequate to describe highly asymmetric distribution functions (see

Section 2.8)

4. Relaxation time approximations

The relaxation time approximation (RTA) has been extensively studied since

the 1950s [23] because it gives quick analytical solutions to the BTE that are

approximately correct. The assumption in the RTA is that the collision integral

can be represented by a single energy-dependent relaxation time, which is a

severe approximation and is not valid for any realistic scattering mechanisms or

devices (as discussed in [39]). However, it continues to be used to this day [40]

because it is a simple and quick way to get approximate solutions to the BTE.

This is a reasonable approach as long as the conclusions from the RTA analysis

are not carried into the regime where they are not valid.

1.1.3 Drift-Diffusion and Hydrodynamic-type

Among all the above, drift-diffusion is the most basic of all device transport mod-

els. It was first proposed by van Roosbroeck[41] as a means of device simulation and a

method to solve it for a practical device geometry was first demonstrated by Gummel

[42]. Since then it has been extensively studied by mathematicians (for an excellent

mathematical review, please see [43]) numerical analysts [44] and engineers [45], and

is, by now, a fairly well-understood method. When the drift-diffusion equation is

solved along with the current continuity equation for the particular conditions of the
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device, it provides information about the carrier concentration and average velocity

of the carriers. The parameters in the drift-diffusion model (such as mobility and

diffusion coefficient) usually depend on the local electric field. In addition, transport

effects due to changes in average energy of the carriers cannot be modelled within the

framework of the drift-diffusion equations alone. This implies that drift-diffusion is

valid only when the devices are fairly long and the electrical fields inside the device

do not vary rapidly on the order of the mean free path [46]. As devices shrink, these

conditions are no longer valid and the drift-diffusion equation can no longer provide

an adequate description of the device operation.

The failure regime of the drift-diffusion model can be understood by examining

its derivation from the BTE. The most common way to derive the drift-diffusion

model is to take the first two moments of the BTE and truncate the set with an

appropriate assumption [21]. There are other mathematical ways of deriving the drift-

diffusion equation such as the Hilbert expansion of the BTE with certain assumptions

to identify and retain leading order terms [47]. But the mathematical treatment

essentially gives rise to the same set of the PDEs. The wealth of literature on the

derivation of drift-diffusion and its solution is too great to go into detail in this report.

However, an interested reader might find the references listed in the beginning of this

section fairly comprehensive because they are written by experts in the field. As a

side note, some researchers have also proposed an “augmented” drift-diffusion model,

which is the same set of the PDEs as the drift-diffusion model but with an extra

term related to the gradient of the field in the current equation [48]. Adding the

extra term seemed to alleviate the restriction that the electric field must vary slowly

on the order of the carrier mean free path and the augmented model could capture

effects such as velocity overshoot [49]. However, it still lacked an appropriate energy

flow model, which might account for the hot carrier effects that arise in submicron

devices. This is the reason why augmented drift-diffusion is not commonly used for

device simulation, at present.

The need to model hot carriers gave rise to the hydrodynamic-type models [50, 51].
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They can be derived by taking the first four moments of the BTE and truncating the

set with appropriate assumptions. When the hydrodynamic set of equations are

solved along with the current continuity equation for the particular conditions of the

device, they provides information average energy of carriers, average velocity and

carrier density. Hydrodynamic models are gaining wider use these days but have not

attained a status comparable to that of drift-diffusion because of several reasons:

1. The hydrodynamic equations are non-linear and belong the class of second-

order PDEs known as “hyperbolic” [51]. This class of PDEs, particularly the

non-linear class, is known to be numerically difficult to solve because it can give

rise to non-smooth or discontinuous solutions (known as “shocks”) even in the

presence of smooth boundary conditions. Therefore, the numerical aspects of

hydrodynamic problems are much more challenging than those of drift-diffusion

[52].

2. The exact nature and values of the various parameters in the hydrodynamic

model are still being debated (for example, see [53, 54]) and no consistent def-

inition has been reached by the simulation community, so far. In general, the

parameters of the hydrodynamic model depend on the distribution function

which is the solution of the BTE. Since the solution of the BTE is not known,

it is not possible to devise a set of consistent parameters that are valid for all

conditions and some questionable assumptions need to be made. The most com-

mon practice is to “calibrate” the parameters by a comparison of simulations

and measurements carried out on simple test devices.

3. Other versions of the hydrodynamic model have been proposed that neglect

some non-linear terms and make the set of equations numerically more tractable

[52, 55]. These are known as energy transport models and they belong to the

elliptic class of the PDEs, similar to drift-diffusion. However, it is debatable

whether neglecting the physics of the non-linear terms for the sake of numerical

convenience is a valid proposition or not.
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Therefore, the issue of the usefulness of hydrodynamic models is still a subject of

some discussion [10, 56, 57].

1.2 The BTE for semiconductors

This dissertation is the first report of a direct numerical solution of the steady-

state non-degenerate BTE in nanoscale semiconductor (Si) devices. The BTE here

refers to the steady-state 6-dimensional integro-differential transport equation for

semiconductors,

Hf − Q(f) = 0, (1.1)

where

H = Hr + Hk,

Q = Qop + Qac + Qimp + Qee . . . . (1.2)

Hr and Hk are first-order differential (also known as hyperbolic) operators, and Q is

an integral collision operator. The BTE can describe the transport of either electrons

or holes depending on the specific operators and parameters used. In this dissertation,

only the BTE solution for electrons is discussed but transport for holes can be similarly

treated.

The solution to the BTE is the distribution function of the carriers, f(r, k), which

describes the occupation of a state #k at a position #r. Therefore, the solution belongs

to the tensor product space IR3 × IR3, where the former IR3 denotes the real space of

the device and the latter IR3 denotes the momentum space (i.e the Brilliouin zone)

of the semiconductor. The three terms of the BTE are the spatial term Hr, the field

term Hk and the scattering (collision) term Q.

The first-order differential operators describe the electron motion according to

Newton’s laws:

Hrf =
1

h̄
#∇kE(k).#∇rf,

Hkf =
e

h̄
#∇rφ(r).#∇kf, (1.3)
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where E(k) is the energy-band structure of the semiconductor and φ(r) is the potential

profile in the device.

The collision operator is an integral operator expressed as

Qscat(f) =
∫

IR3
Sscat(k, k′)(1 − f(k))f(k′) dk′ −

∫

IR3
Sscat(k

′, k)(1 − f(k′)) dk′f(k),

(1.4)

where scat represents the type of scattering mechanism and could be any of the follow-

ing: longitudinal optical phonons (op), longitudinal acoustic phonons (ac), impurities

(imp), electron-electron (ee) etc. The collision operator sums over all the scattering

mechanisms. In this work, only the non-degenerate version of the collision operator

will be used. Non-degeneracy assumes that f(k) % 1, and allows Q to be written as

Qscat(f) =
∫

IR3
Sscat(k, k′)f(k′) dk′ −

∫

IR3
Sscat(k

′, k) dk′f(k). (1.5)

This is typically not true in heavily-doped regions such as the source and drain of a

MOSFET. In spite of that fact, the non-degenerate operator is used here because of

the following reasons: including the degenerate operator makes the BTE non-linear

and much more difficult to solve than the linear version and the error caused by

neglecting degeneracy does not significantly alter the conclusions of the simulation

studies done in this report.

1.2.1 Properties of the BTE

Much work has been done to understand the properties of the BTE [58, 59, 60]

because that is the first step in finding a numerical solution of any PDE. In this

work, several important properties of the BTE for semiconductors are invoked and are

critical in the development of the numerical method. A summary of those properties

is given below:

1. The BTE is a first-order PDE. For first-order PDEs, the concepts of “path

integrals” or “characteristics” frequently arise in the solution. This makes the

numerical solution of the BTE different from that of second-order PDEs found

in most device simulation problems. However, even though this concept requires
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special attention, the computation of the particle paths or trajectories, is, in

practice, done straightforwardly by using “upwinding” techniques.

2. The BTE with a non-degenerate collision operator is linear.

3. The collision operator Qscat is negative semi-definite for all types of scattering.

This property arises directly from the very definition of scattering rates. In

solving the BTE, the negative of the collision operator is used, −Qscat, which

is positive semi-definite. Positive definiteness is a favourable property when

finding the numerical solution to any operator. The semi-definite aspect of this

property implies that a null solution exists.

4. Momentum operators of the BTE conserve charge. This implies that:
∫

IR3
Hkf dk = 0,∀f

∫

IR3
Qscat(f) dk = 0, for all types of scattering and ∀f. (1.6)

These conditions directly lead to current continuity in the BTE.

5. The null space, the span of independent null solutions, (also known as the ker-

nel) of each operator of the BTE is a very important space. It has physical as

well as mathematical significance. The physical significance is that given any

distribution function, its eigenvector components will die out exponentially in

time according to their eigenvalue and only the components of the null solutions

will survive because their eigenvalue is 0. The mathematical significance is that

a particular solution of the non-homogeneous PDE always contains some com-

ponents that are solutions of the corresponding homogeneous PDE, v.i.z. null

solutions.

The definition of the null solution of an operator is a non-zero function that

satisfies the homogeneous equation

Rf = 0, (1.7)

where R is any differential or integral operator.
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6. All collision operators have collision invariants. An invariant is a quantity (such

as charge, energy or momentum) that is preserved in the distribution function

due to the scattering event and is defined as

∫

IR3
g(k)Rf dk = 0, for any operator R and ∀f, (1.8)

where g(k) is the invariant quantity such as 1, k or E(k). Note that phonon

collision operators have only charge invariance. Impurity or elastic collision

operators have both charge and energy invariance. Electron-electron collision

operators (not treated in this work) have all charge, energy and momentum

invariance because they represent particle-particle (binary) collisions similar to

those for gas molecules. The property of invariance is important because it

gives rise to the space of null solutions of the collision operators.

7. The null solutions of non-degenerate phonon collision operators are given by

the following conditions

if Qop(f) = 0 then f = M(E),

and if Qac(f) = 0 then f = M(E), (1.9)

where M(E) is a Maxwellian in energy. This is known as “detailed balance” and

will be described in detail in Section 2.5. The null solution of elastic collision

operators such as impurity scattering is given by the following condition

if Qimp(f) = 0, then f = f(E) only. (1.10)

8. The null solution of the differential operator Hk is 0.

9. The null solutions of the collision and field operators are the bulk solutions,

i.e. distribution functions in a homogeneous semiconductor with uniform con-

stant field

if Hkf − Q(f) = 0 then f = fbulk. (1.11)
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10. The null solution of only the total differential operator H is non-zero and is

called the “ballistic” solution. This is expressed as:

if Hf = 0 then f = f(E(k) − eφ(r)). (1.12)

This can be easily checked by substituting the above form of the solution into

the left-hand side of the above equation. Physically this means that the ballistic

solution of the BTE is a function of only the total energy (E(k) − eφ(r)).

11. The zeroth moment of the distribution function is the carrier concentration:

1

4π3

∫

IR3
f(r, k) dk = n(r). (1.13)

12. The “first” moment of the distribution function is proportional to the current:

1

4π3

∫

IR3

1

h̄
#∇kE(k) f(r, k) dk = n(r)〈#v(r)〉 = −

#J(r)

e
, (1.14)

where #∇kE(k)/h̄ is the group velocity in momentum space and 〈#v(r)〉 is the

ensemble or average velocity of the carriers. Technically, the first moment of

the distribution function is defined with respect to the momentum h̄#k. In that

case, the first moment need not be directly related to the current since the

conversion between crystal momentum and velocity is not always linear. The

relation between momentum and velocity is linear only for spherical parabolic

bands. Hence, for the sake of consistency in this report, the first moment is

defined as shown above.

13. The “second” moment of the distribution function is proportional to the average

energy:
1

4π3

∫

IR3
E(k)f(r, k) dk = n(r)〈u(r)〉, (1.15)

where 〈u(r)〉 is the ensemble or average energy of the carriers. Similar to the

previous case, the second moment is technically defined with respect to the

momentum k2. In that case, the second moment need not be directly related to

the average energy since the conversion between magnitude of k2 and energy E



- 16 -

is not always linear. The relation between k2 and E is linear only for spherical

parabolic bands. Hence, for the sake of consistency in this report, the second

moment is defined as shown above.

14. Just like any other PDE, the BTE has a unique solution for a given problem

specification (device) only when the correct boundary conditions are defined.

This requires that the boundary conditions for the device must themselves be

solutions permitted by the BTE. This will be discussed in Sections 2.4 and 3.3.1.

1.3 Finite volume discretisation

This section describes some basic ideas behind the finite volume scheme used to

discretise PDEs for numerical solution. There are two schemes that are commonly

used to discretise PDEs for numerical solution. They are:

1. The finite element approach

This approach is based on the variational or weak formulation of the PDE in-

stead of the operational form. The solution is expressed as a linear combination

of “basis” functions. Then the coefficients of the basis functions can be deter-

mined by using the Rayleigh-Ritz-Galerkin procedure on the PDE [61] . The

result is a set of linear equations in terms of the coefficients that can be solved

by any appropriate matrix solution technique. The advantages of the finite ele-

ment approach are that there exist formal theories that can accurately estimate

the discretisation error in the numerical solution with respect to the given PDE

and the basis functions used. In fact, such error estimates are usually used in

finite element grid refinement. Higher-order discretisations can be generated in

finite element techniques simply by using higher-order basis functions.

Although the finite element methods have been shown to work well for elliptic

(second-order) PDEs such as the Laplace/Poisson equations, their disadvantage

is that they have had less success with hyperbolic PDEs, strong convection-

diffusion equations and upwinding in first-order PDEs. These problems can be
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handled by some suitable modifications but at the expense of the power and

generality of the method (see chapter 2 in [62]).

2. The finite volume method

This method is based on the operational form of the PDE and is closely related

to the well-known finite difference method. Finite difference simply means re-

placing a differential with an appropriate difference operator. However, such

a difference scheme can only be applied straightforwardly to rectangular grids.

It cannot be applied so readily to triangular or arbitrary shaped grids. For

such cases, the finite volume method was developed. Note that, this method is

equivalently known as the “control volume” method and the “generalised box

discretisation” method. In the finite volume method, the PDE is integrated over

the arbitrary shaped volumes of the grid. The volume integral is converted to a

surface integral by using Gauss’ Law and the resulting expression is evaluated

by finite difference (an example is shown below).

Similar to the finite element method, higher-order variants of the finite volume

method are also available. But at the level of a first-order discretisation, it

is well-known that the finite volume method and finite element method are

completely equivalent [44] and there is a linear transformation between the two.

Error estimates for finite volume methods cannot be derived as formally as those

for finite element methods, but the advantage of finite volume is that it can be

used where finite element might fail v.i.z. hyperbolic PDEs [51], drift-diffusion

[62] and upwinding first-order PDEs (this work).

1.3.1 A finite volume example

For the reader not familiar with the finite volume discretisation, an example of the

method applied to the Laplace equation is shown below. Consider the one-dimensional

Laplace equation

∂

∂x
ε
∂

∂x
φ = 0. (1.16)
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The application of the finite volume method proceeds according to the following three

steps:

1. First a grid is generated in the problem domain (here IR1). This step involves

placing a finite number of nodes xi, i = 1 . . . N appropriately inside the volume

of the domain. This converts the unknown continuous function into a set of

discrete unknowns given by

φ(x = xi) = φi. (1.17)

The common practice is to ensure that the nodes x1, x2,. . . ,xN are centroids of

non-intersecting volumes Ω1, Ω2,. . . ,ΩN that cover the entire domain.

2. The given PDE (here eq. 1.16) is then integrated over each volume element,

∫

Ωi

∂

∂x
ε
∂

∂x
φ dx =

∫

Ωi

0 dx = 0. (1.18)

The idea here is to use mathematical or numerical manipulation to convert the

above integral into an algebraic expression involving only the discrete values of

the unknowns φi.

For the case of the above integral this can be easily done by invoking Gauss’

Law. It converts the above volume integral to a surface integral as:

∫

Ωi

∂

∂x
ε
∂

∂x
φ dx =

∫

∂Ωi

∂

∂x
εφ x̂.n̂ dS

=
εi+1φi+1 − εiφi

hi+1,i
− εiφi − εi−1φi−1

hi,i−1
+ O(h2), (1.19)

where hi+1,i = xi+1 − xi. Note that finite difference is used to evaluate the

differential in the last step. If the grid spacing is uniform, the local truncation

error in this method is O(h2).

3. The entire set of equation is then written down for each i as follows:

1

h1,0
φ0 − (

1

h1,0
+

1

h2,1
)φ1 +

1

h2,1
φ2 = 0,
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1

h2,1
φ1 − (

1

h2,1
+

1

h3,2
)φ2 +

1

h3,2
φ3 = 0,

...

1

hN−2,N−1
φN−1 − (

1

hN,N−1
+

1

hN+1,N
)φN +

1

hN,N+1
φN+1 = 0,

(1.20)

where φ0 and φN+1 are “ghost” points that don’t really exist but may be used in

case of Neumann boundary conditions. The final step is to include the boundary

conditions. In case of Dirichlet boundary conditions, the value of φ1 or φN is

specified and the equation for the ghost point is dropped. However, in case of

Neumann boundary conditions, the value of the derivative at the boundary is

set to the specified value as follows:

εi+1φi+1 − εiφi

hi+1,i
= given , (1.21)

where i = 0 or N (boundary node). Clearly the above set of equations is a ma-

trix equation and can therefore be solved by any matrix solution technique. This

solution gives the values of φi for the given problem and boundary conditions.

A critical aspect of the above method is the discretisation error. If the grid is

coarse and its constituent volume elements are too large then the solution will not be

very accurate. As the grid is refined and its elements are made smaller, the solution

gets more accurate and the discretisation error decreases at the rate of h2. This is

the basic idea behind finite volume methods and will be used in this work.

1.4 Overview of the report

The main objective of this work is to demonstrate that with powerful numerical

techniques, it is possible to solve the BTE directly without making any approxima-

tions about the angular shape of the distribution function or the collision integral.

The techniques used here are not new but are well-established in the fields of compu-

tational science, particularly those related to numerical solutions of partial differential

equations [63] and to numerical solutions of the Boltzmann Equation in neutron trans-

port [64] and gas dynamics [65, 66]. However, this approach has never been used to
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solve the BTE in semiconductors because of two reasons — the BTE in semiconduc-

tors is more complicated than that in neutron and gas transport and it is, at the

very least, a 4–5 dimensional problem. The consequence of the above two factors is

that a direct discretisation of the BTE usually results in a very large matrix equation

with 106–107 unknowns. This work uses several key ideas to overcome the above

difficulties. These include correct mathematical techniques for discretising the BTE

and preconditioned iterative methods for solving large systems of equations, and will

be described in detail in the course of this dissertation. A chapter-wise overview of

this report is given below. Some background in device simulation is assumed on the

part of the reader.

Chapter 2 describes the finite volume method used to discretise the BTE in mo-

mentum space IR3. This involves computation of the discrete terms of the collision

operator Q and the hyperbolic field operator Hk on any given grid in momentum

space. Upon discretisation, the collision and field operators turn into corresponding

collision and field matrices. In this process, it will be shown that particular attention

needs to be paid to the conservation properties of the continuous operators so that

these properties are preserved in their discrete versions. The momentum space dis-

cretisation is completed by imposing an appropriate asymptotic boundary condition

on f in IR3. The chapter ends with an analysis of the discretisation error in the

solution with respect to the grid spacing in momentum space. This is estimated by

comparing the discrete solutions with known analytical or independent solutions of

the BTE.

Chapter 3 describes the finite volume discretisation of the hyperbolic spatial op-

erator Hr in real space. At this stage, a one-dimensional device is used in order to

demonstrate many important concepts of the numerical technique, such as imposing

boundary conditions at the contacts of the device and setting up the system of equa-

tions as a matrix equation. It will be seen that the real space discretisation used in

this method has a severe restriction on the grid spacing. But this restriction will be

relaxed on the basis of an analysis of the discretisation error with respect to spatial
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grid spacing.

Chapter 4 takes a small diversion from device physics in order to describe some

of the iterative methods used to solve large linear systems of equations. This is done

because the number of variables in solving the BTE can be as large as 106–107 and

special fast iterative methods are required to solve this system. The choice of iterative

method used in this work is described and justified. Using the concepts developed

in this chapter, several important issues of numerical computation are addressed,

such as, the condition number of the matrix and the best criterion for measuring the

convergence of an iterative method, from both a physical and mathematical point of

view. The first section in this chapter can be skipped by experts familiar with the

field of numerical analysis and matrix computations.

Chapter 5 returns to the numerical solution of the BTE in devices. It first ad-

dresses the issue of solving a transport equation self-consistently with the Poisson

equation for device simulations. In this regard, the properties of coupling a BTE

solver to a (non-linear) Poisson solver are discussed v.i.z. stability, overall conver-

gence of the BTE-Poisson loop and speed. In addition, this chapter also describes the

application of the numerical technique developed in this work, to study transport in

realistic nano-scale devices. Two devices are used in this regard — a one-dimensional

50nm n+-p-n+ diode and a two-dimensional 50nm ultra-thin body dual-gate nMOS-

FET. A comparison of the solution of the BTE in these devices with the solutions

from commonly-used macroscopic transport models shows that the latter can produce

unphysical results because they are no longer applicable at nanometre length scales.

Finally, Chapter 6 summarises the important conclusions of this work and ad-

dresses the issues that remain for potential further development of this work.
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2. Momentum space discretisation

2.1 Introduction

This chapter describes the finite volume method used to discretise the BTE in

momentum space, IR3. It involves computation of the discrete terms of the collision

operator Q and the hyperbolic field operator Hk on any given grid in momentum

space. Real space discretisation is treated separately and independently in the next

chapter. This is done because of the following reasons. The discretisation in momen-

tum space depends on the energy-band structure of the semiconductor and the type

of collision mechanisms — properties which are, in general, completely independent

of the type of real space grid in semi-classical devices. In addition, the strict conserva-

tion properties of momentum space operators must be preserved in order to reproduce

experimentally observed material properties of the semiconductor (i.e. bulk mobili-

ties and average energies [67]). Therefore, the discretisation in momentum space is a

critical part of solving the BTE in semiconductors. The organisation of this chapter

is as follows.

Section 2.3 describes the finite volume method used to discretise the collision

integral on a grid in momentum space. In this regard, particular attention is paid to

the energy, momentum and mass conservation properties of the collision operator..

Upon discretisation, the collision operator turn into corresponding collision matrix.

This section ends with a list of collision mechanisms used in this report.

The above discretisation in momentum space is not complete because solutions

cannot be found without a boundary condition. Hence Section 2.4 describes the impo-

sition of an appropriate asymptotic boundary condition on the distribution function.

Section 2.5 describes the method used to estimate the discretisation error in the

computed collision terms. This is done by comparing the discrete null solutions
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of the collision matrices with the corresponding analytical solutions, known to be

equilibrium Maxwellian distributions. This comparison shows that the discretisation

error in the solution tends to zero as the grid spacing is reduced. The conclusion here

is that it is not possible to reduce the error (grid spacing) all the way to zero and

hence, it is only practical to use a grid spacing that gives a reasonably small error.

Section 2.6 describes the finite volume method used for discretising the field term

Hk in momentum space. This is done by using upwinding that transforms the hy-

perbolic operator into a positive-definite matrix and preserves the stability of the

discretisation.

Section 2.7 estimates the discretisation error in the field terms. This is done

by computing the null solutions (also known as bulk solutions) of the collision and

field matrices for different values of field. The average velocity and energy of these

bulk distributions are compared with those from Monte Carlo simulations with the

same parameters. This analysis shows that average quantities from these solutions

approach their correct values as the grid spacing is reduced.

Section 2.8 compares the numerical method developed so far to a popular approx-

imate analytical technique known as the Legendre polynomial expansion method.

This is done by computing bulk solution from the two methods for the same con-

ditions of scattering and band parameters. This analysis shows that the numerical

method developed has potential for greater accuracy than the Legendre polynomial

expansion.

Section 2.9 summarises the conclusions of this chapter.

2.2 Momentum space grid

The first step of the finite volume method is to generate a grid in the domain

of the PDE, here IR3 space of the Brilliouin zone. Grid generation and refinement

are very important aspects of finding numerical solutions to a PDE but a detailed

discussion of gridding algorithms is beyond the scope of this report. For the purpose

of this work, simple physically-intuitive gridding algorithms will be used.

The energy band structure used in this work is a spherical non-parabolic type with



- 24 -

parameters calibrated to reproduce the average velocities and energies in Si shown in

Table. 2.1. For details of the calibration please see Appendix A. The discretisation

of the band-structure is done both in energy and angle, hence this method is not

restricted to any specific band-structure and can also be applied to other ways of

gridding the Si band-structure [68]. This method is also not restricted to a single

energy band and can be generalised to multiple bands by extending the ideas shown

here.

Parameter Value

α 0.5 eV−1

m0 9.1 × 10−31 kg

m∗
eff 0.26 × m0

Emax 1.6 eV

ρ 2.329 kg/cm3

Table 2.1
Energy band parameters used in this work.

The momentum space grid used in this work is shown in Fig. 2.1. It can be

described as an “energy contour” mesh because it is built along the constant energy

surfaces of the band-structure. The volume elements of this grid are constructed by

partitioning the spherical shells between equally spaced constant energy surfaces into

equally spaced angular segments. This is also known as the discrete ordinates method

in neutron transport [64].

This is known as a spherical hexahedral grid whose volume elements are completely

determined by three parameters: the energy spacing ∆E, the angular spacing ∆θ

and the angular spacing ∆φ. The grids used for the purposes of analysis in this

work are tabulated in Table 2.2, in terms of their parameters ∆E, Nθ = π/∆θ and

Nφ = 2π/∆φ. The number of volume elements in each grid is Nk = NE × Nθ × Nφ.
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Fig. 2.1. Illustration of energy contour mesh used in this work.

Nθ, Nφ 4,4 8,8

∆E

0.1 eV 1088

0.05 eV 528 2112

0.025 eV 4160

Table 2.2
Tabulation of grid sizes (Nk) used in this work.

Now the unknown distribution function needs to be solved at the nodes ki ∈ IR3

that are centroids of the above volume elements Ωi. This yields a discrete set of

unknowns

f(k = ki) = f̃i, ∀Ωi. (2.1)

The next step is to apply the control volume integration to the BTE.

2.3 Discretising the collision integral

This section describes the finite volume discretisation of the collisional form of the

BTE

−Q(f) = 0, (2.2)
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where Q sums over all the types of scattering represented generically by Qscat. Note

that this is not the complete BTE. This is only the BTE describing transport in a

uniform homogeneous semiconductor with no electric field. The remaining terms of

the BTE will be added successively and in a physically meaningful manner, in the

following sections and chapters.

Consider any one type of non-degenerate scattering operator Qscat in eq. 2.2. The

finite volume method begins by integrating the BTE over each element Ωi of the

momentum space grid as follows:

−
∫

Ωi

Qscat(f) dk = 0, ∀ Ωi. (2.3)

Using the full form of Qscat(f), as shown in eq. 1.5, the above integral becomes

−
∫

Ωi

(
∫

IR3
Sscat(k, k′)f(k′) dk′ −

∫

IR3
Sscat(k

′, k) dk′f(k)
)

dk = 0, ∀ Ωi. (2.4)

Note that the first integral on the left-hand side of eq. 2.4 refers to in-scattering rates

and the second integral refers to out-scattering rates. The particular form of the

scattering rates Sscat(k, k′) depends on the type of scattering mechanism. It is not

the intention of this report to derive the scattering rates ab initio but only to use them

in their commonly accepted forms. A discussion on the derivation of scattering rates

from the Fermi-Golden rule and other related concepts can be found in specialised

texts such as [21, 25, 69] and the references therein.

The integrals on the left-hand side of eq. 2.4 now need to be converted to an

algebraic expression in terms of the discrete unknowns f̃i. Note however that Gauss’

Law cannot be used here because they are integrals and not differential operators.

However, a technique for approximating integrals by sums can be used instead. In

order to illustrate this, a more detailed but general form of the in-scattering rates is

required and that is shown below:

∫

IR3
Sscat(k, k′)f(k′) dk′ =

∫

IR3
|Mscat(q)|2 δ(E(k) − E(k′) ∓ h̄w(q)) f(k′) dk′,

(2.5)
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where scat represents a particular type of scattering mechanism, q = ±(k − k′)

and h̄w(q) is the dispersion relation of the scattering mechanism. This expression

represents both phonon (optical and acoustic) and elastic (impurity) in-scattering

rates, in their most general form. It does not represent electron-electron scattering

quite as well, but ee scattering will not be treated in this report. The notation of

the in-scattering rates S(k, k′) as scattering from k′ to k is commonly used and has

numerical significance because it refers to the row elements of collision matrix (shown

later).

The out-scattering rates have a similar form. However in this report, the out-

scattering terms will be computed from the in-scattering terms by invoking a relation

between them which is derived from the the property of conservation of charge (prop-

erty 4 in Section 1.2.1).

2.3.1 In-scattering terms

Applying the control-volume integration to the in-scattering rates gives

∫

Ωi

∫

IR3
Sscat(k, k′)f(k′) dk′ dk

=
∫

Ωi

∫

IR3
|Mscat(q)|2 δ(E(k) − E(k′) ∓ h̄w(q)) f(k′) dk′ dk,

=
∫

Ωi

∫

IR3
|Mscat(q)|2 δ(E(k) − E(k ∓ q) ∓ h̄w(q)) f(k ∓ q) dq dk,

=
∫

Ωi

∫

Γ(k∓q)
|Mscat(q)|2

1

|∇q(E(k ∓ q) ± h̄w(q))| f(k ∓ q) dS dk, (2.6)

where the original form of the integral is transformed twice.

The first transformation converts the inner integral from that over the initial state

k′ to that over q, the change in momentum. |Mscat(q)| is the matrix element obtained

from Fermi Golden Rule that describes the overlap integral between the initial and

final state and generally depends on the magnitude q for the mechanisms under con-

sideration in this report. The delta function imposes the conservation of energy and
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momentum. It is this delta function that makes collision integrals numerically diffi-

cult to evaluate [70]. The delta function cannot be either neglected or approximated

because energy and momentum conservation is a critical aspect of scattering (see

Section 2.5).

Therefore, the second transformation in eq. 2.6 transforms the integral over the

delta function into a surface integral with a factor accounting for density of states

on the surface (see Chapter 8 of [71]). The inner integration is done over Γ(k ∓ q)

which is the surface of all possible states (k ∓ q) that can scatter into the state k by

conserving both energy and momentum

Γ(k ∓ q) = {given k, all q s.t. (E(k) − E(k ∓ q) ∓ h̄w(q)) = 0}. (2.7)

The outer integral is left unchanged. This procedure effectively converts the 6-

dimensional integral into a 5-dimensional integral by taking the delta function exactly

into account. The following figures illustrate the scattering surfaces for phonon and

impurity collision mechanisms.

Fig. 2.2 illustrates the surfaces of all states k′ that can scatter into state k due to

optical phonon scattering, for spherical energy bands and a constant optical phonon

dispersion relation. Fig. 2.2(a) shows all states that can emit a phonon of energy h̄ωop

and scatter into k. Fig. 2.2(b) shows all states that can absorb a phonon of energy

h̄ωop and scatter into k. These surfaces are computed from the energy and momentum

conservation rule for optical phonon scattering. Note that optical phonon scattering

surfaces are also spherical because they are constant energy surfaces E(k) ∓ h̄ωop.

This makes it relatively easy to numerically compute the surfaces and perform the

surface integral in eq. 2.6.

Similarly, Fig. 2.3 illustrates the surfaces of all states k′ that can scatter into state

k due to acoustic phonon scattering, for spherical energy bands and a linear acoustic

phonon dispersion relation.
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Fig. 2.2. Cut-away of spherical surfaces for optical phonon (a) emission and (b)
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The acoustic phonon surfaces are, in general, distorted because their dispersion

relation is linear and is not approximated to be constant or elastic. This distortion

makes the computation of the acoustic phonon surface integral in eq. 2.6 non-trivial.

Finally for the case of elastic impurity scattering, the in-scattering and out-scattering

surfaces are the constant energy surfaces themselves because energy does not change

during an elastic event. Elastic surface integrals are not difficult to compute.

Going back to eq. 2.6, note that the integral still needs to be expressed in terms

of the discrete unknowns f̃i. The integral only refers to f(k ∓ q), which is the value

of f on the scattering surface Γ(k ∓ q). But the value of f cannot be found or

known everywhere, and so it must be approximated in some way. This is known

as a “quadrature rule” in the language of numerical integration. In this work, the

following simple quadrature rule is used:

if (k ∓ q) ∈ Ωi′ , f(k ∓ q) = f̃i′ . (2.8)

This reduces to the familiar trapezoidal rule and is only of the many quadratures that

can be used for numerical computation of integrals. Other higher-order quadratures

may also be used (such as the Simpson’s rule) but the trapezoidal rule turns out to

be physically intuitive and reasonably accurate for the purposes of this work.

Using the above quadrature in eq. 2.6 gives
∫

Ωi

∫

IR3
Sscat(k, k′)f(k′) dk′ dk

=
∫

Ωi

∫

Γ(k∓q)
|Mscat(q)|2

1

|∇q(E(k ∓ q) ± h̄w(q))| f(k ∓ q) dS dk,

=
∫

Ωi

(

∑

i′

∫

Γ(k∓q)∩Ωi′
|Mscat(q)|2

1

|∇q(E(k ∓ q) ± h̄w(q))| f̃i′ dS

)

dk + O(hn
k),

≈
∑

i′

(

∫

Ωi

∫

Γ(k∓q)∩Ωi′
|Mscat(q)|2

1

|∇q(E(k ∓ q) ± h̄w(q))| dS dk

)

f̃i′ ,

≡
∑

i′ &=i

Q̃scat(i, i
′)f̃i′ , (2.9)
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where the f̃i′ terms are moved outside the integrals because they are just a number

and the O(hn
k) terms are neglected. This is the error made when discretising the

collision integral and is usually on the order of the grid spacing hn
k , where n ≈ 2, as

will be shown in Section 2.5.

The discrete in-scattering rates Q̃scat(i, i′), are defined as the complicated 5-

dimensional integrals

Q̃scat(i, i
′) ≡

∫

Ωi

∫

Γ(k∓q)∩Ωi′
|Mscat(q)|2

1

|∇q(E(k ∓ q) ± h̄w(q))| dS dk.

(2.10)

They refer to the in-scattering rate from Ωi′ to Ωi. Note that the terms for which

i′ = i are dropped from the sum in eq. 2.9. This is not because terms for which i′ = i

are zero. In fact, for very small values of q, it is possible that scattering into a state

inside an element may occur from a state within the same element. In such a case, the

integral for i′ = i in eq. 2.10 evaluates to a small but finite number. However, careful

(but not obvious) book-keeping shows that, within the accuracy of the discretisation,

these terms do not contribute to the collision integral because they are cancelled by

the out-scattering rates between states inside the same element.

The index (i, i′) comes about naturally and refers to the elements of the ith row

of the collision matrix. Therefore, in-scattering rates are also referred to as the off-

diagonal terms of the collision matrix. In addition, if Γ(k ∓ q) ∩ Ωi′ is empty, then

Q̃scat(i, i′) = 0. This makes sense physically because if the scattering surface does

not intersect the volume element Ωi′ , then there is no event that can scatter an

electron from i′ to i. In fact, most of the numerical work in evaluating Q̃scat(i, i′)

is expended in computing the intersection of the scattering surface Γ(k ∓ q) with

the volume elements Ωi′ of the grid. This can get quite complicated for full-band

structures, Umklapp processes and higher-order evaluations of eq. 2.9. But although

the mathematical aspects can get challenging, the terms Q̃scat(i, i′) actually have a

very simple physical interpretation:
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Q̃scat(i, i
′) =

(

average |Mscat(q)|2 × density of states on the

average surface Γ(k ∓ q) ∩ Ωi′) × (average number of states in Ωi),

(2.11)

which approaches the correct definition of Sscat(k, k′) as the volume elements Ωi → 0.

This physical interpretation is, in fact, used in detailed Monte Carlo methods as an

algorithm for selecting final states with random numbers after a scattering event [27].

The accuracy of the Q̃scat(i, i′) terms depends on the accuracy of the numerical

computation of the 5-dimensional integral. This work again uses a trapezoidal rule

for computing the collision terms with a very fine spacing that is much smaller than

the spacing of the underlying momentum space grid. Hence the most dominant

component of the discretisation error does not turn out to be the accuracy of the

collision terms themselves but the spacing of the underlying momentum space grid.

This is because of the approximation made in eq. 2.8, as it will be shown in Section 2.5.

2.3.2 Out-scattering terms

In this section, the out-scattering terms are computed. This is done by using the

property of charge conservation, described in Section 1.2.1, which states that for any

f ,

∫

IR3
Qscat(f) dk = 0,

.. .
∫

IR3

∫

IR3
Sscat(k, k′)f(k′) dk′ dk =

∫

IR3

∫

IR3
Sscat(k

′, k) dk′f(k) dk.

(2.12)

The above integral over the entire momentum space can be expressed as the sum

of integrals over its volume elements Ωi

∑

i

∫

Ωi

∑

i′

∫

Ωi′
Sscat(k, k′)f(k′) dk′ dk −

∑

i

∫

Ωi

∫

IR3
Sscat(k

′, k) dk′f(k) dk = 0, (2.13)

for any f .
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Using the definition of in-scattering rates developed in the previous section, the

first term can be expressed as

∑

i

∫

Ωi

∑

i′

∫

Ωi′
Sscat(k, k′)f(k′) dk′ dk =

∑

i

∑

i′ &=i

Q̃scat(i, i
′)f̃i′ . (2.14)

This leads to the definition of the second term (out-scattering rates) as

−
∑

i

∫

Ωi

∫

IR3
Sscat(k

′, k) dk′f(k) dk ≡
∑

i

Q̃scat(i, i)f̃i (2.15)

where f(k) is approximated in the same manner as it was for the in-scattering rates

(eq. 2.8) and therefore, the discretisation error is the same. Note that Q̃scat(i, i) does

not describe scattering from element Ωi to itself, instead it describes out-scattering

from element Ωi into all other elements. The notation (i, i) only refers to its diagonal

position in the collision matrix. Therefore the out-scattering terms are also referred

to as the diagonal terms of the collision matrix.

Using eqs. 2.14 and 2.15 in eq. 2.13 gives

∑

i

∑

i′ &=i

Q̃scat(i, i
′)f̃i′ +

∑

i

Q̃scat(i, i)f̃i = 0, (2.16)

for any f̃i. Now interchanging the summation variables in the first summation and

taking out the common factor of f̃i, the above equation reduces to

∑

i





∑

i′ &=i

Q̃scat(i
′, i)



 f̃i +
∑

i

Q̃scat(i, i) f̃i, = 0, ∀f̃i,

.. . Q̃scat(i, i) = −
∑

i′ &=i

Q̃scat(i
′, i). (2.17)

This is the property of conservation of charge as applied to discrete collision matrices.

It states that the diagonal out-scattering term must be negative of the sum of all other

elements in its column or in other words, the sum of every column of the collision

matrix must be 0. Eq. 2.17 is, in fact, used in this work to construct out-scattering

terms from the in-scattering terms. Hence, all the collision matrices are guaranteed

to conserve charge directly by their construction.

There are some important points to note here. Eq. 2.17 is also a physically ex-

pected result, because the sum of in-scattering rates into all possible states (Ωi′) from
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an initial state (Ωi) must be the same as the total out-scattering rate from the initial

state. This property requires that the column sum of the collision matrices be 0, im-

plying that at least one row of the collision matrix depends linearly on all the other

rows, and hence every collision matrix must have at least one null solution. Also note

that eq. 2.17 has nothing to do with “detailed balance”, which actually describes the

form of the null solution for the phonon collision matrices (Sec.2.5).

2.3.3 The complete collision integral

To summarise, the in-scattering terms are computed from 5-dimensional integrals

by taking the energy and momentum conservation exactly into account,

Q̃scat(i, i
′) =

∫

Ωi

∫

Γ(k∓q)∩Ωi′
|Mscat(q)|2

1

|∇q(E(k ∓ q) ± h̄w(q))| dS dk.

The out-scattering terms are computed in-directly from the in-scattering terms using

the property of conservation of charge,

Q̃scat(i, i) = −
∑

i′ &=i

Q̃scat(i
′, i).

In this procedure, the positive semi-definite property of −Qscat is retained in its

discrete version −Q̃scat.

x

zk

k

yki’
i’

i out−scattering
in−scattering

Fig. 2.4. Physical meaning of the terms of the collision matrix Q̃.
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Putting them together, the control volume integration of the total collision oper-

ator becomes

−
∫

Ωi

Qscat(f) dk = −




∑

i′ &=i

Q̃scat(i, i
′)f̃i′ + Q̃scat(i, i)f̃i



 , (2.18)

which is simply the ith element of a matrix-vector multiplication. Therefore, the

matrix-vector product Q̃scatf̃ will henceforth refer to the above expression (eq. 2.18).

The size of the matrix Q̃scat is Nk ×Nk but it is very sparse because scattering events

can only connect momentum space elements that differ by one phonon energy. The

vector f̃ is Nk × 1 because it represents the distribution function being solved at the

given nodes in momentum space.

An important point to note here is that although the units of Q are 1/s, the units

of Q̃ are 1/(cm3s). The continuous distribution function f(k) and its discrete version

f̃ are both dimensionless.

2.3.4 List of collision mechanisms

The list of collision mechanisms used in this work and their properties [21] are

given below:

1. Longitudinal optical phonons

The dispersion relation for longitudinal optical phonons used here is

h̄ωop(q) = h̄ωop = 0.062eV, (2.19)

similar to previous works [25, 26]. Here q is the optical phonon wave-vector and

h̄ωop is the optical phonon energy. The matrix element for the optical phonon

scattering rates is

|Mop(q)|2 =
1

4π2

D2
op

ρωop

(

N(h̄ωop) +
1

2
± 1

2

)

, (2.20)

where Dop is the optical phonon deformation potential, ρ is the density of Si

and N(h̄ωop) is the phonon number.

2. Longitudinal acoustic phonons

The dispersion relation for longitudinal acoustic phonon used here is the linear
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approximation

h̄ωac(q) = h̄v$|q|, (2.21)

where q is the acoustic phonon wave-vector, and h̄ωac is the acoustic phonon

energy and v$ is the velocity of sound in Si, taken to be 9.04 × 105 cm/s. The

matrix element for the optical phonon scattering rates is

|Mac(q)|2 =
1

4π2

|q|2D2
ac

ρωac(q)

(

N(h̄ωac(q)) +
1

2
± 1

2

)

, (2.22)

where Dac is the acoustic phonon deformation potential and N(h̄ωac(q)) is the

phonon number.

Parameter Value

Eop 0.062 eV

Dop 15.56 × 108 eV/cm

Eac,max 0.0435 eV

v$ 9.04 × 105 cm/s

Dac 8.4 eV

Table 2.3
Phonon scattering parameters used in this work.

Table 2.3 lists the phonon scattering parameters used in this work. These are used

to compute the LO and LA collision matrices by following the procedure described

in the previous sections. The out-scattering rates for each scattering mechanism can

be computed from its corresponding collision matrix by dividing the diagonal terms

with the volume of the element Ωi. The result is plotted versus energy in Fig. 2.5.

Note that the LO and LA scattering parameters in this work have been chosen such

that their resulting out-scattering rates are the same as the phonon out-scattering

rates used in Monte Carlo.
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Fig. 2.5. Comparison of LO and LA out-scattering rates used in this work with
Monte Carlo.

3. Impurity scattering (Ridley approach)

Impurity scattering is an elastic scattering mechanism and does not change the

energy of the carriers, therefore,

h̄ω(q) = 0, although q /= 0. (2.23)

Several methods have been developed to describe the matrix element for impu-

rity scattering rates [72, 73], but the Ridley approach is generally considered to

be the most applicable because it can take into account both the screening by

ionised impurities and free carriers.

The matrix element for impurity scattering in the Ridley third-model exclusion

model [74] for spherical bands is given by

|Mimp(q)|2 =
1

4π2h̄

Z2e4

ε2siε
2
0

NI
(

|q|2 + 1
L2

D

)2 exp









−
Z2e4N2/3

I m∗ 2
eff

(

1 − |q|2
4|k|2

)

πh̄4ε2siε
2
0

(

|q|2 + 1
L2

D

) (

4|k|2 + 1
L2

D

)









(2.24)



- 38 -

0 0.4 0.8 1.2 1.6
0

0.5

1

1.5

2 x 1014

1/
τ im

p (s
−1

)

NI=1016 cm−3

NI=1017 cm−3

NI=1018 cm−3

NI=1019 cm−3

Energy     (eV) 

Fig. 2.6. Impurity out-scattering rates versus energy used in this work.

where LD is the screening length

LD =

(

εsiε0kBTL

e2nfree

)1/2

. (2.25)

For generalisation to other more detailed band-structures see [25, 26]. Unlike

LO and LA phonon scattering which is inelastic and isotropic (the same in

every direction), impurity scattering is elastic and anisotropic. In addition, the

scattering rates for ionised impurities peak at low electron energies and decrease

at high energies (see Fig. 2.6), which is also different from phonon scattering.

2.4 Boundary conditions in momentum space

This section describes the boundary condition for momentum space used in this

work. The above section demonstrated that the discretisation of the collision integral

turns it into a sum over i, representing the momentum space elements Ωi. These

elements are constructed in the Brilliouin zone between equally spaced constant en-

ergy surfaces of the band-structure. Naturally, this type of grid has a boundary at the

maximum energy surface E = Emax and hence requires a suitable boundary condition

there.
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The simplest boundary condition would be the truncation boundary condition,

obtained by neglecting f at energies greater than Emax,

f(k) = 0, if E(k) > Emax. (2.26)

However, this is valid only when Emax is large (usually > 3.0 eV). A large value

of Emax is unacceptable for this work because of two reasons — the band-structure

being used here is only valid for low energies E ≤ 1.6 eV (Appendix A) and a large

value of Emax increases the number of elements in the grid considerably. Therefore,

in this work, the value of Emax is set at 1.6 eV for all r, which is high enough so that

it can include all the physics of interest here and still be valid with respect to the

band-structure.

In keeping with the above, a more appropriate asymptotic (or Robin) boundary

condition [37] is used in this work,

∂

∂E
f(E) = − 1

kBTL
f(E) when E > Emax, (2.27)

where Emax is the boundary of the grid. This condition implies that the distribution

function must fall off exponentially at the rate of kBTL (Maxwellian) at energies

E ≥ Emax. It is particularly well-suited for device simulations because Monte Carlo

simulations of devices have shown that distribution function exhibit Maxwellian tails

at energies E ≥ VA, the applied bias. Hence an asymptotic boundary condition can be

used in devices for which VA ≤ 1.6 V. The trade-off of using an asymptotic boundary

condition which is tied to the applied voltage across the device is that it produces

some error in the bulk solutions because there is no concept of an applied bias in the

bulk (Section 2.7). However, this error in the bulk solutions is not large.

In order to implement the above, boundary elements are added to the grid that

lie in the spherical shell between the contours Emax and Emax + 10kBTL (shown in

Fig. 2.7). The value of 10 is chosen because exp(−10) is sufficiently small and anything

beyond that can be neglected. The component of the distribution function inside the

boundary elements is weighed with the exponential factor exp(−(E(k)−Emax)/kBTL).
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Fig. 2.7. Illustration of boundary elements used in this work.

This forces the distribution function to satisfy eq. 2.27. All scattering events that fall

outside the range of Emax + 10kBTL are neglected.

Note that the boundary elements also partitioned into angular segments similar to

the interior grid. This allows the angular information to be retained in the boundary

condition. Therefore, distribution functions that are distorted along a certain axis due

to acceleration by the field will show the same anisotropy in the boundary elements

and will not become isotropic. This is, of course, physically correct. The calculation

of the collision terms remains the same as shown in eq.2.9. The only difference is that

if Ωi is a boundary element, a factor of exp(−(E(k)−Emax)/kBTL) is included in the

integral.

2.5 Discretisation error in collision integrals

This section estimates the error in the collision terms due to the discretisation

described in the previous section. This is done by computing the null solutions of the

collision matrices and comparing them with the corresponding analytical values.

1. Phonon collision matrix

The null solution of phonon collision integrals are Maxwellians. This is known as
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the property of “detailed balance” and arises because electrons exchange energy

with phonons. Therefore, in a homogeneous system with no field, the electrons

must attain equilibrium with the phonon bath such that rate of absorption of

phonons equals their rate of emission. Mathematically, this property is stated

in two equivalent ways:

(a) If Qph(f) = 0, then f = M(E), where M(E) is a Maxwellian in energy at

the lattice temperature.

(b) S(k, k′) = S(k′, k) M(E(k) − E(k′)).

However, when the continuous scattering rates S(k, k′) are integrated over vol-

umes in momentum space to get the discrete scattering rates, the Maxwellian

relation between them also gets integrated. This causes an error in the null

solution of phonon collision matrices. The following analysis shows that this is

only a discretisation error and can be reduced by reducing the grid spacing.

Fig. 2.8 shows the null solutions for LO phonons obtained by solving

Q̃opf̃ = 0, (2.28)

for different grid sizes. The expected analytical answer is a Maxwellian. From

this figure, it is clearly seen that when the energy spacing is reduced such that

∆E < Eop, the calculated solution approaches the expected solution. Note

that the dot-dashed line lies on top of the dashed line indicating that angular

refinement has little effect on reducing the error in equilibrium distributions.

Similarly, Fig. 2.9 shows the null solutions for LA phonons obtained by solving

Q̃acf̃ = 0 (2.29)

for different grid sizes. For acoustic phonons, the the convergence to Maxwellian

distributions is slower than that for optical phonons. This is because acoustic

phonons exchange energy from 0 to some maximum value ∼ 2h̄kv$ (eq. 3.43 in

[25]). At low energies (low k), the grid size ∆E 3 2h̄kv$ and hence, the error
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is large. But at high energies (high k), the criterion ∆E < 2h̄kv$ is satisfied,

therefore the error decreases and the distributions approach Maxwellian.

0 0.5 1 1.5 2
10−20

10−15

10−10

10−5

100

E (eV)

f 0,
LO

 (n
or

m
al

is
ed

)

Nk = 1088
Nk = 528 
Nk = 2112
Nk = 4160

Maxwellian 

Fig. 2.8. Null solution for LO phonons with increasing grid size.
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Fig. 2.9. Null solution for LA phonons with increasing grid size.
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Fig. 2.10 shows the null solutions for both LO and LA phonons obtained by

solving

(Q̃op + Q̃ac)f̃ = 0 (2.30)

for different grid sizes. The important point to note here is that the convergence

behaviour is dominated by optical phonons, which is expected because optical

phonons have higher scattering rates than acoustic phonons.
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Fig. 2.10. Null solutions for LO and LA phonons with increasing grid size.

The thermal velocity calculated from the above null solutions as the velocity of

half the equilibrium distribution is shown in Fig. 2.11(a). The calculated values

converge quadratically to the expected values. The same behaviour is seen

in Fig. 2.11(b) with the thermal energy of the above null solutions. Thermal

energy, however, is calculated as the energy of the total distribution function.

Again it is clearly seen,in both cases, that the effect of energy refinement is

more significant than the effect of angular refinement. This conclusion holds

only for equilibrium distributions because they are isotropic. It will be shown

later that this conclusion does not hold for bulk distributions which occur in

the presence of field and are not isotropic.
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The analytical values used for comparison are computed for the appropriate

spherical non-parabolic band as shown Appendix A.
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2. Impurity scattering

The set of null solutions for impurity scattering are shown below for Nk = 4160.

Note that each null solution is an independent delta function which is non-zero

only at the energy nodes of the grid. Since there are 65 energy nodes in this grid,

there are 65 null solutions. Therefore any function of energy can be constructed

out of this set of null functions. This satisfies property 7 in Section 1.2.1 for

impurity scattering.
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Fig. 2.12. Null solutions for impurity scattering for Nk = 4160.

2.6 Discretising the field term

This section describes the finite volume discretisation of the BTE by including

the field term

Hkf − Q(f) = 0, (2.31)

where Q, as usual, sums over all the types of scattering and Hk is given by

Hkf =
e

h̄
#∇rφ(r).#∇kf = − e

h̄
#E(r).#∇kf (2.32)

The finite volume method begins by integrating the BTE over each element Ωi of

the momentum space grid as follows:
∫

Ωi

Hkf dk −
∫

Ωi

Q(f) dk = 0, ∀ Ωi. (2.33)
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The collision integral has been treated in detail in the previous section, therefore,

only the field term will be evaluated here.

Since the field term can be interpreted as a divergence, its control volume integral

can be transformed by using Gauss’ Law:
∫

Ωi

Hkf dk =
∫

Ωi

e

h̄
#∇k.

(

−#Ef
)

dk

=
e

h̄

∫

Γi

f (−#E).n̂ dS,

=
e

h̄

∑

i′

∫

Ωi∩Ωi′
f (−#E).n̂i,i′ dS, (2.34)

where the integral is transformed twice. First the integral of the divergence of the

flux −#Ef over the volume element Ωi is transformed into the integral of the flux

leaving its bounding surface Γi. The generic outward normal to the bounding surface

is represented by n̂. Then the integral over the bounding surface is written as the

sum of integrals over its sides, Ωi∩Ωi′ . Each side represents the part of the bounding

surface of Ωi that is shared with its adjacent element or neighbour, Ωi′ . In case of

the spherical hexahedral grid used in this work, there are 6 neighbours and therefore,

6 sides to each element. Therefore,

Γi =
∑

i′
Ωi ∩ Ωi′ , (2.35)

where i′ only sums over the neighbours of Ωi otherwise the intersection is 0. In

addition, each side is considered to be a plane face such that it can be represented by

a single outward normal n̂i,i′ .

Now the integral over the sides of the volume element can be written as:
∫

Ωi

Hkf dk =
e

h̄

∑

i′

∫

Ωi∩Ωi′
f (−#E).n̂i,i′ dS,

≈ e

h̄

∑

ν

∑

i′

∫

Ωi∩Ωi′
f (−Eν) ν̂.n̂i,i′ dS,

=
e

h̄

∑

ν

∑

i′
(−Eν) ν̂.n̂i,i′

∫

Ωi∩Ωi′
f dS, (2.36)

where ν represents the components of the field in x,y or z directions. Note that this

integral requires the value of the distribution function f on the surface Γi. All other

terms are constant and therefore can be moved out of the integral.
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Fig. 2.13. Illustration of the notation used in momentum space upwinding.
Elements in the third dimension are not shown but they are treated similarly.

In order to evaluate the above, the direction of “fluxes” needs to be taken into

account (see Fig. 2.13). In the field term of the BTE, the “flux” is in the direction of

the acceleration due to the field (−e)#E . If (−Eν) ν̂.n̂i,i′ > 0, then the flux is leaving

the element Ωi and must come from inside the element. Therefore,

if (−Eν) ν̂.n̂i,i′ > 0,
∫

Ωi∩Ωi′
f dS ≈ f̃i Γi,i′ , (2.37)

where Γi,i′ is the numerical value of the area of the side Ωi ∩Ωi′ . On the other hand,

if (−Eν) ν̂.n̂i,i′ < 0, then the flux is entering the element Ωi and must come from the

neighbouring element. Therefore,

if (−Eν) ν̂.n̂i,i′ < 0,
∫

Ωi∩Ωi′
f dS ≈ f̃i′ Γi,i′ . (2.38)

The error made in doing the above approximation is also on the order of the grid

spacing O(hn
k), where n ≈ 1, as will be seen in Section 2.7. The boundary condition
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can also be included in the field term by noting that f in the boundary elements

is weighed by the exponential factor. Similar to the collision integral, any “flux”

entering from or leaving into the states outside the boundary elements is neglected.

Note that this type of discretisation is known as “upwinding”. Upwinding is

critical for discretising first-order differential operators in order to to achieve stability

(or positive-definiteness) in the discretised system. Without upwinding, it is well-

known that the system can become unstable and negative numbers can arise in the

solution that is expected to be positive. Using upwinding, however, produces a stable

discretisation at the expense of accuracy. In the case of the BTE, note that upwinding

is not only stable but also conserves mass because because the incoming flux for every

element Ωi is the outgoing flux when calculated for the element Ωi′ .

Another advantage of upwinding in the field term of the BTE is that it is set

by the direction of the force with respect to the volume elements of the grid, both

of which are predetermined and fixed by the orientation of the crystal to the device

geometry. This is unlike the case of upwinding in drift-diffusion where upwinding is

required in the direction of the current, which is an unknown. Note also that the

terms due to components of the field add and at any point, there can only be a field

component along either the +ν or the −ν direction. Therefore, the application of

upwinding is unambiguous.

2.6.1 The complete field term

To summarise, the final form of field term of the BTE can now be written as the

multiplication of a matrix with a vector

∫

Ωi

Hkf dk =
∑

i′
H̃k(i, i

′)f̃i′ , (2.39)

where

H̃k(i, i
′) =

e

h̄

∑

ν s.t. (−Eν) ν̂.n̂i,i′<0

(−Eν) ν̂.n̂i,i′ Γi,i′ ,

H̃k(i, i) =
e

h̄

∑

ν s.t. (−Eν) ν̂.n̂i,i′>0

(−Eν) ν̂.n̂i,i′ Γi,i′ . (2.40)
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Henceforth, the matrix-vector product H̃kf̃ will refer to the above expression (eq. 2.39).

The size of the matrix H̃k is Nk × Nk but it is very sparse because acceleration by

the field can only connect neighbouring momentum space elements. The vector f̃ is

Nk ×1 because it represents the distribution function being solved at the given nodes

in momentum space. Two important observations about the discretised field matrix

need to be made here. Firstly, H̃k conserves mass, its columns sum to zero and it is a

positive semi-definite matrix. Secondly, the terms of H̃k are linear in the electric field

(just like the BTE itself) and hence the effect of any field can be obtained simply by

using the appropriate value of Eν in eq. 2.40. Also note here that although the units

of Hk are 1/s, the units of H̃k are 1/(cm3s). The continuous distribution function

f(k) and its discrete version f̃ are both dimensionless.

In conclusion, the advantage of a direct discretisation is that both the collision

and field operators become matrices and can be treated simultaneously on the same

footing. This is unlike the case of Monte Carlo where the collision events and the

acceleration by the field are treated as occurring successively in time.
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2.7 Discretisation error in the field term

This section estimates the error in the field terms due to the discretisation method

described in the previous section. This is done by computing the null solutions of

eq. 2.31 and comparing them with the corresponding analytical values.

The solutions of eq. 2.31 are known as bulk solutions because they describe trans-

port in a uniform semiconductor with constant field. In the discretised system, these

bulk solutions are the null solutions of the total matrix

(H̃k − Q̃) f̃ = 0, (2.41)

where Q̃ sums over all the collision mechanisms. For the first part of this analysis,

only phonon collision matrices are considered. Impurity scattering is added later.

Unlike Monte Carlo, bulk solutions at different fields can be computed simply by

varying the magnitude of the electric field in H̃k. This computation is extremely fast

and time for solution is between 2 seconds to 2 minutes on a 400 MHz UltraSparc2

workstation. This time depends on on the size of the grid and the magnitude of the

field, where the former determines the size of the matrix and the latter determines

the condition number of the matrix.
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Fig. 2.15. Bulk distributions for increasing field for Nk = 4160.
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An example of calculated bulk distributions for intrinsic Si (i.e. with only phonon

collision matrices) using a fine grid Nk = 4160 is shown in Fig. 2.15. The bulk

distributions for the other momentum space grids are not shown here instead their

average velocities and average energies versus electric field are plotted in Fig. 2.16.
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Fig. 2.16. Comparison of (a) average velocities and (b) average energies in the bulk
for different Nk with bulk Monte Carlo.
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Fig. 2.16 clearly demonstrates the effect of grid refinement on bulk solutions. It

shows that as the grid is refined, the the bulk velocities and energies converge linearly

to the values calculated by Monte Carlo simulation. It also shows that the angular

refinement (dot-dashed line compared to the dashed line) is more critical for velocities

than for energies. Energy refinement, however, still has the most important effect on

the error (compare the dashed line and solid line).

The slope of the linear part of the velocity-field curve in Fig. 2.16 is the low-field

mobility and comes out to be 1350 cm2/V-s for the fine grid, which is the expected

value in intrinsic Si. However, when impurities are added to bulk Si, the low-field

mobility decreases. This is a well-established experimental result and hence can be

used as a check for the accuracy of the impurity scattering rates. In order to do so, the

impurity scattering matrix is added to Q̃ in eq. 2.41 and bulk solutions are computed

at low fields for different impurity concentrations. The extracted low-field mobility

is plotted versus impurity concentration in Fig. 2.17. It is seen that this shows the

same characteristic decrease at high impurity concentrations as seen in experimental

results [67]. Hence this demonstrates that impurity scattering rates have also been

computed correctly.
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Fig. 2.17. Low-field mobility versus impurity concentration.
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2.8 Comparison with Legendre expansion

In this section, the finite volume method is compared with a popular method of

solving the BTE v.i.z. the Legendre polynomial expansion. This is done in order to

show the advantages and disadvantages of the finite volume with respect to the series

expansion methods used to solve the BTE.

The basis of comparison is the bulk averages (velocity and energy) computed

from the finite volume method and from the Legendre polynomial expansion method.

Care is taken to ensure that both the methods use the same a spherical non-parabolic

energy band and the same optical phonon scattering mechanism. Acoustic phonons

are not included because it is not clear if they can be treated consistently in both

the Legendre polynomial method (which uses an approximation [38]) and the finite

volume method.

Using the above mentioned parameters, the solution of the Legendre polynomial

method proceeds as follows. First, the distribution function is expanded in terms of

a Legendre polynomial series

f(k) = f0(E) + k cos θf1(E) + . . . , (2.42)

where only the first two terms of the series f0, the symmetric 0th polynomial and f1,

the anti-symmetric 1st polynomial, are retained. The arguments for this and the first

application of the Legendre expansion method to GaAs are in [23, 75].

Bulk solutions can then by found by substituting the above expansion for f into

constant field homogeneous BTE, The resulting symmetric and anti-symmetric parts

are projected out and the symmetric part is solved by eliminating the anti-symmetric

part through a relaxation time approximation. The steps of this derivation can be

found in [21]. The final set of equations are

f1(E) =

(

2

m∗
eff

)1/2
eEτ0

(γ′(E))2

∂

∂E
f0(E),

−2

3

(eE)2τ0

m∗
eff

(γ(E))1/2

(γ′(E))3

∂2

∂E2
f0 +

4

3

(eE)2τ0

m∗
eff

(γ(E))1/2γ′′(E)

(γ′(E))4

∂

∂E
f0 = Qop(f0),

(2.43)
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where γ(E) = E(1 + αE) for the non-parabolic band and τ0 = 4.049 × 10−14 eV1/2 s

for optical phonon scattering, as defined in this report.

0 2 4 6 8 10
x 104

0

2

4

6

8

10

12 x 106

Field (V/cm)

〈 v
 〉 

(c
m

/s
)

Nk = 4160
Monte Carlo 
Legendre P  

0 2 4 6 8 10
x 104

0

0.1

0.2

0.3

0.4

0.5

Field (V/cm)

〈 u
 〉 

(e
V)

Nk = 4160
Monte Carlo 
Legendre P  

(a)

(b)

Fig. 2.18. Comparison of (a) average velocities and (b) average energies in the bulk
with only optical phonons from the Legendre expansion method, finite volume
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The two parts of eq. 2.43 are then solved for f0 and f1 for different electric fields

and the corresponding bulk distributions are constructed. The resulting average ve-

locities and energies are plotted versus field and compared to the values obtained

from Monte Carlo and the finite volume method (for optical phonon scattering only)

in Fig. 2.18.

It is seen that a Legendre polynomial method using only two terms of the ex-

pansion is inadequate to capture either the bulk velocity or the bulk energy profile.

This is because a cos θ variation in the angular direction is too smooth and cannot

accurately represent distorted distribution functions at high fields. Distorted distri-

butions, in general, have significant higher-order terms which are neglected by the

Legendre polynomial method, as it is commonly used. Such an observation leads to

the following “fix” for the Legendre polynomial method. If the optical phonon scat-

tering rates are reduced to a smaller value Dop = 14.55 eV/cm, Eop = 0.05 eV and

τ0 = 3.73 × 10−14 eV1/2 s (as in [38]) then the magnitude of the asymmetric (cos θ)

component of the distribution function reduces and the resulting bulk velocities in-

crease to match the Monte Carlo values. The finite volume method does not suffer

from the above limitation because it can represent distortions in the distribution

function straightforwardly through its angular discretisation.

Finally, it must also be noted that the the Legendre polynomial expansion is a

one-dimensional version of the spherical harmonics expansion [37] and in general, it

is used with a Herring-Vogt transformation of the Si band-structure. However, the

Herring-Vogt transformation is not used for the above analysis because the band-

structure in this work is a single spherical non-parabolic band.

2.9 Summary

In conclusion, this chapter 2 described the finite volume method used to discretise

the BTE in momentum space IR3. It involved the computation of the discrete terms

of the collision operator Q and the hyperbolic field operator Hk on any given grid

in momentum space. Upon discretisation, the collision and field operators turned

into corresponding collision and field matrices. In this process, care was taken to
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preserve the properties of conservation of energy and momentum in the collision op-

erator and conservation of mass in both collision and field operators. The momentum

space discretisation was completed by imposing an appropriate asymptotic boundary

condition on f in IR3. In order to analyse the the discretisation error of this method

with respect to the grid spacing hk, the discrete null solutions of the collision and

field matrices were compared with corresponding analytical solutions. This process

demonstrated that a grid with 4160 unknowns has good accuracy and yet reason-

able size. The chapter ended by showing that this method has potential for better

accuracy than the Legendre polynomial method.
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3. Real space discretisation

3.1 Introduction

In the previous chapter, the finite volume method used to discretise the collision

and field term of the BTE was described. It addressed all the important issues of un-

dertaking such a discretisation in momentum space. Therefore, this chapter describes

the inclusion of the spatial term Hr in the BTE and its subsequent discretisation by

using the finite volume method.

The organisation of this chapter is as follows. Section 3.2 describes the real space

discretisation of the BTE using the finite volume method. The treatment is kept

general, so that it can be applied to both 1D as well as 2D devices.

Section 3.3 describes the specific application of the above method to a one-

dimensional device in order to demonstrate many important concepts of the numerical

technique, such as imposing boundary conditions at the contacts of the device and

setting up the system of equations as a matrix equation. This example also shows

that the real space discretisation used in this method has a severe restriction on the

grid spacing. However, an analysis of the discretisation error in the average velocity

and energy of a one-dimensional device shows that this restriction can be relaxed be-

cause it comes from components in the distribution function that do not significantly

affect the average velocity or energy of the carriers.

Finally, section 3.4 summarises the conclusions of this chapter.

3.2 Discretising the spatial term of the BTE

This section describes the finite volume discretisation of the BTE by including

the spatial term

Hrf + Hkf − Q(f) = 0, (3.1)
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where Q and Hk are as defined earlier and Hr is given by

Hrf =
1

h̄
#∇kE(k).#∇rf. (3.2)

As shown earlier, the finite volume method begins by integrating the BTE over

each element Ωi of the momentum space grid as follows:

∫

Ωi

(Hrf + Hkf − Q(f)) dk = 0, ∀ Ωi. (3.3)

Using a convenient quadrature, the collision integral and the field term evaluate to

matrix-vector products. The spatial term, on the other hand, becomes a vector whose

terms are

∫

Ωi

Hrf dk =
∫

Ωi

1

h̄
#∇kE(k).#∇rf dk

≈
(

∫

Ωi

1

h̄
#∇kE(k) dk

)

. #∇rf̃i (3.4)

where the integral refers to the group velocity of the electrons in the volume element

Ωi. This is denoted by a diagonal matrix

#̃V (i, i) =
∫

Ωi

1

h̄
#∇kE(k) dk, (3.5)

whose units are 1/(cm2s).

Hence, the result of the momentum space discretisation on eq. 3.1 is

#̃V (i, i).#∇rf̃i +
∑

i′
H̃k(i, i

′)f̃i′ −
∑

i′ &=i

Q̃(i, i′)f̃i′ − Q̃(i, i)f̃i = 0. (3.6)

However, the unknowns in the above equation are still a function of r.

Therefore, the above equation must be discretised in real space. This is done

in a manner similar to momentum space discretisation. First, a real space grid is

constructed by placing nodes rj in real space such that they are centroids of non-

overlapping volumes Ωj that cover the entire problem domain. This yields a discrete

set of unknowns

f̃i(r = rj) = f̃i,j. (3.7)
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Note that the index i is used to denote volume elements in momentum space and the

index j is used for real space. The final step is to integrate eq. 3.6 over the volumes

Ωj,

∫

Ωj

(

#̃V (i, i).#∇rf̃i +
∑

i′
H̃k(i, i

′)f̃i′ −
∑

i′ &=i

Q̃(i, i′)f̃i′ − Q̃(i, i)f̃i



 dr = 0. (3.8)

The integrals over the collision and field terms are approximated in a simple way

as follows

∫

Ωj

(

∑

i′
H̃k(i, i

′)f̃i′

)

dr ≈
(

∑

i′
H̃k(i, i

′)f̃i′,j

)

Ωj,

∫

Ωj

−




∑

i′ &=i

Q̃(i, i′)f̃i′ + Q̃(i, i)f̃i



 dr ≈ −




∑

i′ &=i

Q̃(i, i′)f̃i′,j + Q̃(i, i)f̃i,j



 Ωj,

(3.9)

where Ωj is the numerical value of the volume of the element.

However, the space term is interpreted as a divergence and its control volume

integral is transformed by using Gauss’ Law. Therefore,

∫

Ωj

#̃V (i, i).#∇rf̃i dr =
∫

Ωj

#∇r.
(

#̃V (i, i)f̃i

)

dr

=
∫

Γj

f̃i
#̃V (i, i).n̂ dS,

=
∑

j′

∫

Ωj∩Ωj′
f̃i

#̃V (i, i).n̂j,j′ dS, (3.10)

where the integral is transformed twice. First the integral of the divergence of the

flux #̃V (i, i)f̃i over the volume element Ωj is transformed into the integral of the flux

leaving its bounding surface Γj. The generic outward normal to the bounding surface

is represented by n̂. Then the integral over the bounding surface is written as the

sum of integrals over its sides, Ωj ∩Ωj′ . Each side represents the part of the bounding

surface of Ωi that is shared with its adjacent element or neighbour, Ωi′ . In case of a

rectangular hexahedral grid used in this work, there are 6 neighbours and therefore,

6 sides to each element. Therefore,

Γj =
∑

j′
Ωj ∩ Ωj′ , (3.11)
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where j′ only sums over the neighbours of Ωj otherwise the intersection is 0. In

addition, each side is considered to be a plane face such that it can be represented by

a single outward normal n̂j,j′ .

Now the integral over the sides of the volume element can be written as:
∫

Ωj

#̃V (i, i).#∇rf̃i dr =
∑

j′

∫

Ωj∩Ωj′
f̃i

#̃V (i, i).n̂j,j′ dS,

≈
∑

ν

∑

j′

∫

Ωj∩Ωj′
f̃i Ṽν(i, i) ν̂.n̂j,j′ dS,

=
∑

ν

∑

j′
Ṽν(i, i) ν̂.n̂j,j′

∫

Ωj∩Ωj′
f̃i dS, (3.12)

where ν represents the components of the velocity in x,y or z directions. Note that

this integral requires the value of the distribution function f on the surface Γj. All

other terms are constant and therefore can be moved out of the integral.

j’

Γj,j’
Ωj

V (i,i)Ω

j,j’^

nj,j’^

n

j’

~

n

Ω

j,j’

Ωj’

Γj,j’

j,j’
j,j’

n

Γ

j,j’j’

Γ

^

Ω ^

Fig. 3.1. Illustration of the notation used in real space upwinding. Elements in the
third dimension are not shown but they are treated similarly.

In order to evaluate the above, the direction of “fluxes” needs to be taken into
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account (see Fig. 3.1). In the space term of the BTE, the “flux” is in the direction of

the group velocities of the electrons #̃V (i, i) for every element Ωi. If Ṽν(i, i) ν̂.n̂j,j′ > 0,

then the flux is leaving the element Ωj and must come from inside the element.

Therefore,

if Ṽν(i, i)ν̂.n̂i,i′ > 0,
∫

Ωj∩Ωj′
f̃i dS ≈ f̃i,j Γj,j′ , (3.13)

where Γj,j′ is the numerical value of the area of the side Ωj ∩Ωj′ . On the other hand,

if Ṽν(i, i) ν̂.n̂j,j′ < 0, then the flux is entering the element Ωj and must come from

the neighbouring element. Therefore,

if Ṽν(i, i)ν̂.n̂i,i′ < 0,
∫

Ωj∩Ωj′
f̃i dS ≈ f̃i,j′ Γj,j′ , (3.14)

The error made in doing the above approximation is also on the order of the grid

spacing O(hn
r ), where n ≈ 1, as will be seen in Section 3.3.4. Note that this type of

discretisation is equivalent to the upwinding used for the field term. Therefore, all the

properties of upwinding also apply here such as positive-definiteness, conservation of

mass and stability (at the expense of lower accuracy).

In the spatial term, the direction of upwinding is set by the direction of the group

velocity of the volume elements of the momentum space grid, which is predetermined

and fixed by the band-structure. The terms due to components of the group velocity

add and at any point, there can only be a velocity component along either the +ν or

the −ν direction. Therefore, the application of upwinding is unambiguous.

j+1

Right BC

1 xj−1
.......

j
.......

N

Left BC

j,j−1Γ j,j+1Γ

Ωj

Fig. 3.2. Illustration of a one-dimensional device simulation. Notice the similarity to
the scattering matrix approach.
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3.2.1 The complete real space discretisation

The complete real space discretisation (eq. 3.8) can now be written in terms of

matrix-vector products as:

∑

j′







∑

ν s.t. Ṽν(i,i) ν̂.n̂j,j′>0

Ṽν(i, i) ν̂.n̂j,j′ Γj,j′





 f̃i,j +

∑

j′







∑

ν s.t. Ṽν(i,i) ν̂.n̂j,j′<0

Ṽν(i, i) ν̂.n̂j,j′ Γj,j′





 f̃i,j′ +

(

∑

i′
H̃k(i, i

′)f̃i′,j

)

Ωj −




∑

i′ &=i

Q̃(i, i′)f̃i′,j + Q̃(i, i)f̃i,j



Ωj = 0.

(3.15)

This is a mathematically complicated expression but physically it is simple. It states

that the electrons that leave the element depend on the electrons that enter the

element and the electrons that undergo scattering and acceleration inside the element.

This is, in fact, the the response or scattering matrix formulation of the BTE.

When the above expression is written out for all i and j, a linear system of

equations is generated. It can be written as a matrix equation whose size is N × N

where N = Nr × Nk. Although the size is very large, usually on the order of 106–

107, the resulting matrix is very sparse because the space term can only connect

neighbouring elements. In order to conceptually understand this formulation, an

example of a one-dimensional device is given below.

3.3 One-dimensional device

Consider a one-dimensional device (as shown in Fig. 3.2) where the distribution

function is only a function of x and does not depend on the transverse co-ordinates.

This reduces eq. 3.15 to

∑

j′







∑

x s.t. Ṽx(i,i) x̂.n̂j,j′>0

Ṽx(i, i) x̂.n̂j,j′ Γj,j′





 f̃i,j +

∑

j′







∑

x s.t. Ṽx(i,i) x̂.n̂j,j′<0

Ṽx(i, i) x̂.n̂j,j′ Γj,j′





 f̃i,j′ +
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(

∑

i′
H̃k(i, i

′)f̃i′,j

)

Ωj −




∑

i′ &=i

Q̃(i, i′)f̃i′,j + Q̃(i, i)f̃i,j



Ωj = 0,

(3.16)

where j can only be either j + 1 or j − 1. In addition, in 1D, the surface area and

volumes of the elements are related as follows:

Γj,j+1 = Γj,j−1 =
1

∆xj
Ωj, (3.17)

and the outward normals to the surfaces are

n̂j,j−1 = −x̂,

n̂j,j+1 = x̂. (3.18)

Suppose the x-component of the group velocity of element Ωi is positive, then

Ṽx(i, i) x̂.n̂j,j+1 > 0 and Ṽx(i, i) x̂.n̂j,j−1 < 0. Therefore, eq. 3.16 becomes

|Ṽx(i, i)| Γj,j+1 f̃i,j − |Ṽx(i, i)| Γj,j−1 f̃i,j−1 +

(

∑

i′
H̃k(i, i

′)f̃i′,j

)

Ωj −




∑

i′ &=i

Q̃(i, i′)f̃i′,j + Q̃(i, i)f̃i,j



Ωj = 0.

(3.19)

Similarly, if the x-component of the group velocity of element Ωi is negative, then

Ṽx(i, i) x̂.n̂j,j−1 > 0 and Ṽx(i, i) x̂.n̂j,j+1 < 0. Therefore, eq. 3.16 becomes

|Ṽx(i, i)| Γj,j−1 f̃i,j − |Ṽx(i, i)| Γj,j+1 f̃i,j+1 +

(

∑

i′
H̃k(i, i

′)f̃i′,j

)

Ωj −




∑

i′ &=i

Q̃(i, i′)f̃i′,j + Q̃(i, i)f̃i,j



Ωj = 0.

(3.20)

This implies that when the electrons are travelling in the positive direction, the node

j and the previous node j − 1 are related. But when the electrons are travelling in

the negative direction, the node j and the next node j + 1 ar related. This relation

is not only mathematically correct but also physically correct because “information”
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travels only in the direction of the velocity. This can also be generalised to 2D grids

(rectangular or triangular) provided the proper book-keeping is done according to

eq. 3.15.

When the above expression is written out for all i and all j, a linear system of

equations is generated. It can be written as a matrix equation whose size is N × N

where N = Nx ×Nk. Although the size is very large, usually on the order of 106–107,

the resulting matrix is very sparse because the space term can only connect j to

neighbouring elements, j ± 1.

In conclusion, it seen that a direct discretisation of the BTE, by using the finite

volume method, results in a very large matrix equation. When this is compared to

solving most common PDEs with simple differential operators and 2 or 3 dimensions,

it is not surprising that solving the BTE is much more difficult than solving any other

PDE.

3.3.1 Boundary conditions at the contacts

The boundary conditions at the contacts of a device fall out naturally as a result

of upwinding. Fig. 3.1 shows a 1D device that consists of Nx elements and therefore

j runs from 1 to Nx. Eq. 3.19, shows that when j = 1, the element f̃i,j−1 is at a

node 0 which is not defined for this device. Therefore, f̃i,0 must be specified and this

constitutes the left boundary condition.

Note that the element f̃i,j−1 occurs only in the term for which the velocity Ṽx(i, i) >

0, therefore this implies that we can only impose boundary conditions on the left

boundary for the components of the distribution function that enter the device. The

term for Ṽx(i, i) < 0 has the elements f̃i,j and f̃i,j+1, both of which have nothing to

do with the left boundary.

Similarly when j = Nx, the element f̃i,j+1 is at a node Nx + 1 which is also not

defined for this device. Therefore, f̃i,Nx+1 must be specified and this gives rise to

the right boundary condition. Eq. 3.20 shows that this element is required only for

the term for which Ṽx(i, i) < 0. Therefore, again on the right boundary, only the

components of the distribution function that enter the device need be specified.
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In conclusion, physically correct boundary conditions on the device can be applied

simply by using the framework of upwinding. The actual numerical values of f̃i,0 and

f̃i,Nx+1 are calculated from the equilibrium distributions in the contacts and scaled

according to the electron quasi-fermi level specified at the left and right boundaries

respectively.

3.3.2 Setting up the matrix equation

In this section, the linear systems of equations for the 1D device (obtained as

described in Section 3.3) is set up as a matrix equation Ax = b. In particular, the

ordering of the unknowns and the structure of the matrix A are discussed.

The system of unknowns in eq. 3.16 is f̃i,j. The indices i and j represent 4 dimen-

sions in all, where the index i runs over all the volume elements in IR3 momentum

space and the index j runs over the real space volume elements of the 1D device. If

the number of nodes in momentum space is Nk and the number of nodes in real space

is Nx, then the number of unknowns is N = Nx × Nk. The question is how to order

the system of unknowns such that the bandwidth of A is small and the sparse nature

of the matrix can be exploited. This is an advantage because iterative methods of

solution work well on small bandwidth and structured sparse matrices.

Among the many schemes of ordering unknowns for optimal bandwidth and struc-

ture, the most common algorithms are red-black ordering, Cuthill-Mckee ordering and

natural ordering. However, since it is beyond the scope of this work to investigate

optimum ordering techniques, a convenient natural ordering system is used here. In

this ordering system the inner ordering index is i and the outer ordering index is

j. This ensures that A is a block tri-diagonal matrix (shown in Fig 3.3) where the

positions of the blocks are determined by the outer index j. Within itself, each block

is then ordered according to the inner index i such that it has a small band-width.

Since these blocks consist of Q̃ and H̃k which have have strong correlations in energy,

the inner ordering is done by arranging the elements Ωi according to increasing en-

ergy. The resulting structure is shown in Fig. 3.4. The structure of Ṽx is diagonal, of

course.
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Finally, anything that is specified and not an unknown goes into the right-hand

side vector b. These are the boundary conditions, which have been described earlier

as the elements f̃i,0 for Ṽx(i, i) > 0 and f̃i,Nx+1 for Ṽx(i, i) < 0. The ordering of b must

be the same as A. The program written to solve the BTE is organised such that it

automatically orders A and b using the above algorithm.

In general, the number of terms in the matrix A is a very large number, on the

order of 2 × 108– 2 × 109 for N = 106–107. However, the issue of storing all these

terms does not arise in this work, because an iterative method is used to solve the

above matrix equation. These iterative methods (see Chapter 4) typically require

only a matrix-vector multiplication at each step. Therefore, the program written to

solve the BTE is such that it computes the product of A with a given vector by

constructing the elements of A on the fly.

3.3.3 Restrictions on grid spacing

Section 3.2 described a simple way to discretise the spatial term of the BTE. The

validity of the discretisation and its limitations, if any, are analysed in this section.

In order to do so, the terms of eq. 3.16 must be examined carefully. It only has

terms of the first degree in ∆xj. It is, in fact, a first-order approximation to the

volume integral in eq. 3.8. This can be seen by considering a similar integral
∫ xn+1/2

xn−1/2

a
d

dx
g(x) + b g(x) = 0, (3.21)

whose exact solution is an exponential

a exp

(

b

a
(xn+1/2 − xn−1/2)

)

g(xn+1/2) − a g(xn−1/2) = 0, (3.22)

where (xn+1/2 − xn−1/2) = ∆xn. However, if the coefficient is small i.e. if b
a∆xn < 1,

then it can be approximated to first-order as

a

(

1 +
b

a
∆xn

)

g(xn+1/2) − a g(xn−1/2) ≈ 0. (3.23)

Similarly, the first-order approximation in eq. 3.16 is valid only when its diagonal

coefficient is small, that is when

(H̃k(i, i) − Q̃(i, i)) Ωj

|Ṽx(i, i)| Γj,j±1

< 1.
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or equivalently,
(H̃k(i, i) − Q̃(i, i))

|Ṽx(i, i)|
∆xj < 1, (3.24)

where the first term has units of inverse length. This is the origin of a characteristic

length or a mean free path associated with every node i of the momentum space grid.

For the case of 1D, it can be denoted as

λx(i) =
|Ṽx(i, i)|

(H̃k(i, i) − Q̃(i, i))
, (3.25)

where λx does not refer to eigen-value but to mean free path. In addition, it is

not a point-wise quantity, but an average quantity obtained by integrating over the

volume element Ωi. Since H̃k(i, i) scales linearly with electric field, this mean free

path depends inversely on the electric field when the scattering term is small.

Note that the above definition of “mean free path” is not the same as its con-

ventional definition. The conventional definition refers to the mean free path of the

electrons along their direction of travel due to only scattering

λ(i) =

∣

∣

∣

∣

∣

Ṽ (i, i)

Q̃(i, i)

∣

∣

∣

∣

∣

.

But this is not the critical length when solving the BTE with field in a one dimensional

device. The critical length turns out to be the mean free path as defined by the

diagonal term of the discretisation. It describes the rate at which both scattering and

field influence the electrons travelling along the x-direction. At any given condition

of scattering and field, the mean free path λx(i) also depends on the energy E(ki)

associated with the element i and the angle of its momentum with respect to the

x-axis, θx(ki). Note that, for the case of spherical bands, the angle θx is both the

angle of the electron velocity and crystal momentum with respect to the x-axis.

Fig. 3.5 illustrates the typical values of mean free path versus energy and angle,

for spherical non-parabolic bands and LO and LA scattering. Fig. 3.5(a) shows the

value of λx in Å for zero electric field.
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Fig. 3.5. Mean free paths λx versus energy E and direction θx for fields Ex of (a) 0
V/cm (b) 1 × 103 V/cm (c) 1 × 104 V/cm (d) 1 × 105 V/cm.

It is seen that at zero electric field, the highest energy electrons have the smallest

mean free paths. The lower energy electrons tend to have longer mean free paths

by comparison. However, low energy electrons that enter the 1D volume element

at θx ≈ 90◦ have smaller mean free path than those at enter at θx /= 90◦. This

occurs because low energy electrons have low velocities and if they travel along near-

orthogonal trajectories, they tend to remain longer inside the 1D volume element and

hence, scatter more often.



- 70 -

As the electric field is increased (Fig. 3.5 (b)), all the mean free paths get smaller,

but their overall behaviour does not change significantly until fields of 1× 104 V/cm.

As the fields approach 1× 104 V/cm, the behaviour of λx changes dramatically. The

slowest moving electrons begin to show comparatively smaller mean free paths even

though the high energy electrons still have the lowest mean free paths. Eventually,

at very high electric fields (Fig.3.5 (d)), the slow moving electrons have the smallest

mean free paths. As before, the reduction in the mean free path is more pronounced

for normally-incident slow electrons and drops to 0.7 Å.
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Fig. 3.6. Minimum mean free path and its associated potential drop versus electric
field.

According to eq. 3.24, the grid spacing must be such that

∆xj < λx(i), ∀ i. (3.26)

This implies that the ultimate restriction on the grid spacing is set by the minimum

mean free path λx,min. Fig. 3.6 shows the value of λx,min versus increasing electric

field. In addition, the potential drop across one minimum mean free path is plotted

as ∆V = |Ex|λx,min on the right axis. It is seen that at low electric fields, the

restriction on grid spacing is nearly constant ≈ 5.7 Å and is independent of the field.
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This is denoted as the scattering limited region. However, at high electric fields, the

restriction on grid spacing varies inversely with field such that the potential drop

across one grid spacing is limited to 0.6 mV. This is denoted as the field limited

region.

If these values are used to grid a typical 1D 1µm device, then the resulting number

of elements will be very large, approximately 500–1000. By contrast, a standard

Scharfetter-Gummel discretisation of drift-diffusion equations produces about 100

elements. Indeed, these restrictions are very severe.

Therefore, the next section attempts to understand the error made when the above

restriction is relaxed. That is known as the real space discretisation error. The goal

is to find a criterion to increase the grid spacing and at the same time, maintain a

reasonably small discretisation error. However, grid spacing in the BTE cannot be

made as large as that in drift-diffusion. That is impossible because the grid spacing

in drift-diffusion depends on the characteristic lengths of the macroscopic averages

as defined by mobilities and diffusion constants, but the grid spacing in the BTE

depends on the microscopic behaviour of the distribution function itself.

3.3.4 Discretisation error in the space term

Section 3.2 described a simple way to discretise the spatial term of the BTE.

The previous section, however, indicated that there is a severe restriction on the grid

spacing in doing so. In this section, the discretisation error in the average velocity

in a device by using different grid spacing will be estimated. It will be seen that the

error goes to zero as the grid spacing is reduced. But the grid spacing cannot be

reduced all the way to 0, therefore, the objective here is to find a criterion for grid

spacing that reasonable in size as well as accuracy.

For this study, consider a simple 1D low-high-low problem with a fixed potential

profile as shown in Fig. 3.7. Since only the real space discretisation error is under

study, the momentum space grid is fixed to Nk = 4160. However, this analysis holds

for any type of grid in momentum space.

The real space grid is constructed in three ways, from coarse to fine, as shown in
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Table 3.1. The grid spacing in the low field region is denoted as ∆xlo and that in the

high field region is denoted as ∆xhi. The values are chosen in order to see the effect

of varying the low and high field grid spacing independently. In each case, the total

number of real space elements is denoted as Nx, and the total number of unknowns

is N = Nk × Nx.

= 0.3 VV
= − x V/cmε 1 10

φ−e

0 50 110 nm20

A

5
Source

Fig. 3.7. One-dimensional device with fixed low-high-low potential profile.

∆xlo,∆xhi Nx

50Å, 5Å 76

10Å, 10Å 110

10Å, 5Å 140

Table 3.1
Tabulation of grid sizes (Nx) used for error analysis.

The physical parameters of the device are LO and LA scattering, which correspond

to a low-field mobility of µ0 = 1350 V/cm2. Impurity scattering is not included

here. The matrix equation for this device is set up as described in Section 3.3.2.

The boundary conditions on the device are defined as described in Section 3.3.1
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with one important difference. The left and right boundary distributions are scaled

such that the total carrier concentration is 1 × 1016 cm−3 at both contacts. This

requires two solutions of the matrix equation. The first solution is calculated for an

arbitrarily scaled left boundary distribution and right absorbing contact. Then the

second solution is calculated for an arbitrarily scaled right boundary distribution and

left absorbing contact. Finally, the two solutions are superimposed appropriately so

as to give the correct carrier concentration at the two contacts.
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Nx = 110, medium
Nx = 140, fine  Monte Carlo 

Fig. 3.8. Average velocity from the BTE solution of the potential profile in Fig. 3.7.

Fig. 3.8 shows the average velocity in the device calculated from the solutions for

increasing Nx. It can be seen that as the grid is refined, the calculated velocity profile

approaches the Monte Carlo velocity profile. However, the more interesting point to

note is that the refinement from ∆xhi = 10 Å to ∆xhi = 5 Å does not produce an

appreciable increase in accuracy. In fact, it appears that ∆xhi = 5 Å is a reasonably

good value to use at |E| = 1 × 105 V/cm even though Fig. 3.6 prescribes a limit of

0.7 Å.

The reason for this is actually simple. The components of the distribution function

that require the smallest grid spacing are also those that do not significantly affect

the value of the average velocity. These components are either high energy electrons
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where the distribution function is small or low energy normally-incident electrons

whose x-directed velocity is small. Therefore a larger grid size that produces an error

in these components of the distribution function will not necessarily produce a large

error in the average velocities and energies. Hence the actual gridding criterion used

in this work is relaxed to the solid line shown in Fig. 3.6. This choice of grid spacing

is made on the basis of keeping the number of unknowns low and at the same time,

achieving reasonable accuracy in the average quantities across the device.

3.4 Summary

This chapter described the finite volume discretisation of the spatial operator Hr

in real space. This was done by using upwinding that transformed the hyperbolic op-

erator into a positive-definite linear system of equations and preserved the stability

of the discretisation. At this stage, a one dimensional device was used in order to

demonstrate many important concepts of the numerical technique, such as imposing

boundary conditions at the contact of the device and setting up the system of equa-

tions as a matrix equation. It was seen that there is a severe restriction on the grid

spacing in this method but this restriction came from components of the distribution

function that do not affect the average velocity or energy of the carriers. This con-

clusion could be drawn only by doing an analysis of the discretisation error in the

average velocity in an example one-dimensional device with different grid spacings.

Finally, note that in this chapter, a matrix equation was set up for the device and

a solution was “found”. No mention was made of how this solution was actually

computed. This is, in fact, a non-trivial issue and will be discussed in detail in the

following chapter.
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4. Iterative methods for linear systems

4.1 Introduction

There are a variety of methods available for solving large linear systems of equa-

tions. What is the basis for choosing between them? In this chapter, several concepts

are discussed that can guide a numerical analyst in making a knowledgeable choice of

iterative method to apply to a specific problem. However, only a broad overview of

the issues is given here without going into the details of the theorems and proofs. For

excellent and complete discussions on all the issues discussed in this chapter, please

refer to [76, 77].

An overview of this chapter is as follows. Section 4.2 presents a brief survey of

iterative methods available for solving large linear systems of equations.This includes

the characteristic behaviour of each method, the speed of solution and restrictions (if

any). Finally, the section ends with a short description of the iterative method used

in this work. This section can be skipped by those familiar with the field of matrix

computations and numerical analysis.

Section 4.3 describes the preconditioned GMRES method used for finding solutions

of the matrix equations that were described in Section 3.3.2. This includes a discussion

on the performance of the preconditioner as well.

Section 4.4 describes the criterion for determining when an iterative method has

reached its solution to within a prescribed degree of accuracy. This will be used to

solve a model problem in order to demonstrate that the criterion is also justified from

a physical point of view.

Section 4.5 then describes the meaning of the term “convergence” as used in this

report. This is necessary because this report refers to not one but three different types

of convergences. A brief discussion at this stage can help avoid future confusion.

Section 4.6 summarises the conclusions of this chapter.
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4.2 A brief survey

Over the many years of advances in numerical analysis, many methods have been

developed to solve the system of linear equations Ax = b. All of them do not compute

A−1 directly because computing the inverse is an extremely slow N3 process. This

implies that even though these methods are fast for N = 100 problems, they slow

down on the order of N3 and become unacceptable even for reasonable size problems

N ≈ 4000. Needless to say, computing the inverse is also extremely wasteful because

there is no need to calculate N2 terms of A−1 when only the N terms of x are needed.

The types of methods developed for attacking linear systems of equations are of

two types — direct methods, and iterative methods. These are described below.

4.2.1 Direct methods

Under direct methods, the two most important algorithms are Gaussian elimi-

nation and LU decomposition. Both these methods are of the order N2 for dense

matrices. Hence they are too slow to tackle large problems N > 500. However,

they do not suffer from any failures or breakdown mechanisms that can plague it-

erative methods and can be applied to non-symmetric, ill-conditioned and indefinite

matrices. They only suffer from zero pivot (occurrence of a zero on the diagonal)

breakdown which can usually be corrected by partial or full pivoting. The sparse

versions of these algorithms have lower complexity, of the order of order Nlu, where

l is the lower bandwidth and u is the upper bandwidth. These can be used to solve

problems of size up to N ≈ 4000 but are severely limited by the high number of fill-ins

for larger problems. For more details as well as sparse versions of these algorithms,

please see [78].

4.2.2 Iterative methods

Under iterative methods, there are many algorithms that are significantly faster

than direct methods. However, care must be taken to understand a particular method

and all its restrictions before applying it to any problem. The following section

presents a brief discussion on concepts of iterative methods required for the purposes

of this project.
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In any iterative scheme, the objective is to compute an estimate xk that is closer to

the solution x than all the previous estimates. The reasoning is that if the estimate

is continuously “improved”, then it will eventually approach the true solution. In

order to find how close the estimate xk is to the true solution, the concept of a

residual rk = b − Axk, is used. But does a small residual really imply a small error?

This question will be addressed in Section 4.4. The most important and/or popular

iterative methods are:

1. Jacobi iteration

This is the simplest of all algorithms. It proceeds by decomposing A = D+L+U

where D = diagonal part and L + U = the lower and upper triangular parts

respectively. Hence when the starting guess is x0, the updates can be computed

using

D xk+1 = −(L + U)xk + b. (4.1)

The algorithm finishes when xk+1 = xk = x. Of course, practically speaking,

the above condition will only happen at times tending to infinity. As described

earlier, the size of the residual can be used as a test for stopping the iterations.

In the Jacobi method, instead of computing the residual directly as b − Axk,

one of the following options can be used. One option is

rk = D(xk+1 − xk), (4.2)

which is an inexpensive computation but is one step behind the update. Another

option is

rk+1 = −(L + U)(xk+1 − xk), (4.3)

which is almost as expensive as a direct computation but estimates the current

residual.

The restriction on this algorithm is that the spectral radius of the Jacobi itera-

tion matrix ρ(D−1(L+U)) must be less than 1 or the residual will not decrease

with iteration. Such a condition is satisfied automatically by a diagonally dom-

inant matrix. There are no requirements on symmetry or positive-definiteness
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but the algorithm is the slowest iterative method among all the iterative meth-

ods (see section on Gauss-Siedel and SOR).

2. Gauss-Siedel and Successive over-relaxation

Gauss-Siedel and Successive over-relaxation (SOR) are included in the same

section here because they are very similar in implementation even though their

speed of solution can be significantly different. The iteration scheme for both

is defined as

(
1

ω
D + L)xk+1 = (−U +

(1 − ω)

ω
D)xk + b. (4.4)

where ω is the over-relaxation parameter. For Gauss-Siedel, ω = 1 and for SOR,

ω ∈ (0, 2). Even though 0 < ω < 1 is technically under-relaxation, these days

the term “over-relaxation” is used for both ω ∈ (0, 1) ∪ (1, 2). The relation for

the residual in terms of the updates is

rk+1 = (−U +
(1 − ω)

ω
D)(xk+1 − xk),

rk = (
1

ω
D + L)(xk+1 − xk). (4.5)

In general, Gauss-Siedel with ω = 1 is slower than SOR with an optimal ω.

The optimal value of ω can be determined from the spectral radius of the cor-

responding Jacobi iteration matrix ρ(D−1(L + U)),

ωopt =
2

1 +
√

1 − ρ2
. (4.6)

A natural assumption here is that all the the eigenvalues of a matrix need to

be computed so that the spectral radius can be determined as ρ = max {|λi|}.

This is a virtually impossible task for a large matrix. However, the amount of

work can be significantly reduced by the use of a very clever algorithm known

as the Lanczos/Arnoldi method which can compute the extremal eigenvalues of

a matrix without having to compute those in between. But finding the spectral

radius of a matrix is always a computationally expensive task. Therefore, in

cases of dire need, the value of ωopt can be determined experimentally by running
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iterations with different values of ω and extracting the value that reduces the

number of iterations significantly. There is also a bound on the spectral radius

of any matrix

ρ(D−1(L + U)) ≤ ||D−1(L + U)||∞, (4.7)

but it is not always useful because it is not a tight bound.

The restriction on this algorithm is the same condition on the spectral radius

as that for the Jacobi iteration matrix. Again diagonally dominant matrices

are well-suited for these methods. Gauss-Siedel and SOR are faster than Jacobi

but usually too slow for large problems. This is because in all the above three

methods, the residual decreases at a slower rate with each iteration such that

||rk+1|| = ck||rk||, (4.8)

where ck is a monotonically decreasing function of k. Therefore, although the

initial decrease in the residual is impressive in all the above methods, the al-

gorithms stagnate very quickly and take a very long time to knock out the

remaining error. This behaviour is not mysterious but is a natural consequence

of the spectral decomposition of these methods. This is explained below and

used to introduce the concept of multi-grid methods.

First the iteration scheme of the Jacobi and SOR-type methods, is represented

in a general form, as

Mxk+1 = Nxk + b, (4.9)

where M and N are the left and right matrices of the iterative step. With a

little linear algebra, the correction at each step xk+1 − xk is obtained as

xk+1 − xk = (M−1N)(xk − xk−1) = (M−1N)k(x1 − x0). (4.10)

Since A is taken to be a diagonally-dominant matrix here, the spectral radius

of the iteration matrix (M−1N) will be less than 1.

Suppose the eigenvalues of (M−1N) are λi corresponding to the eigenvectors

vi. In this case, they can be ordered as 1 > λ1 ≥ λ2 . . . ≥ λN > 0. Note that
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this assumes that the smallest eigenvalue is strictly > 0 (i.e. matrix is positive-

definite). Now, if the first correction is expressed in terms of the eigenvectors

as (x1 − x0) =
∑

i civi, then the (k + 1)th correction is

xk+1 − xk = (M−1N)k
∑

i

civi =
∑

i

ciλ
k
i vi. (4.11)

The question now is, how does the correction go towards zero as the iterations

proceed? The answer lies is in the above equation — the terms correspond-

ing to the smallest eigenvalues disappear quickly as k increases but the terms

corresponding to the largest eigenvalues decrease much more slowly. This is a

characteristic behaviour of Jacobi and SOR-type methods. Hence, in order to

accelerate the speed of these methods, Multi-grid procedures need to be used.

Briefly, a multi-grid method can be described as solving the same problem for

different discretisations in order to quickly reduce the error components along

the large eigenvalues. If the eigenvalues of the iteration matrix on a coarse

grid M−1
c Nc are calculated and compared against those of a fine grid iteration

matrix M−1
f Nf , then it will be seen that as the grid spacing h increases, the

largest eigenvalues decrease and the smallest eigenvalues (at the lower end of the

spectrum) simply get left out. This leads to two conclusions. Firstly, the error

that has a large eigenvalue on a fine grid will have a small eigenvalue on the

coarse grid and therefore, can be reduced quickly by performing iterations on the

coarse grid. Secondly, the errors along the small eigenvalues on a fine grid can

be reduced quickly by performing iterations on the fine grid itself, because they

are not captured by the coarse grid at all. Thus, a multi-grid method alternately

performs fine and coarse grid iterations until the error reduces globally along all

eigenvalues. In fact, this method has had much success with Jacobi and SOR-

type methods because it is well suited to their particular spectral behaviour.

An example of a multi-grid method is the use of 1-flux grid to accelerate the

Jacobi iterative solution of an M-flux grid in the 1D-SMA program [79].

Although, multi-grid methods have been proven to work well for systems arising
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out of discretisation of elliptic partial differential equations, they may not be the

optimal method for solving the BTE. The reason is because there is only a limit

to which Jacobi and SOR-type methods can be accelerated. By nature they are

the slowest iterative methods compared to methods that we will discuss below.

However, these methods must not be entirely discounted. In cases of small

(N < 1000), reasonably sparse matrices or large, extremely sparse (< 0.01%)

matrices, simple methods such as SOR with optimal ω (with or without multi-

grid acceleration) turn out to be quick to program and reasonably efficient.

3. Conjugate-Gradient methods

From the Conjugate-Gradient (CG) method onwards, the iterative methods

described below differ significantly in philosophy from the previous methods.

The CG method is constructed in the same way out of two different approaches

— both of which have historical significance and will be described below. The

first approach is to solve the system of equations Ax = b, of size N , by forming

the functional

φ(x) =
1

2
xT Ax − xT b, (4.12)

and try to minimise it. If A is symmetric and positive definite, then the mini-

mum value of φ(x) is −1
2b

T A−1b which occurs when x = A−1b.

In such a problem, the objective is to search for directions that minimise the

error. Suppose the CG method is at some some estimate for the solution xk

then the minimisation direction is computed as the direction of the gradient

−∇φ(xk) = −Axk + b = rk, (4.13)

which is, in fact, the residual. However, if this new residual only has components

along the direction of residuals that have been found previously then there will

be no reduction in the error. Therefore, the solution is to build a set of directions

that are orthogonal to all the previous directions. This is done by calculating a
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new A-orthogonal set of vectors pk such that

pjT
Apk = 0 if j < k. (4.14)

These vectors are calculated from the residuals so that they satisfy the minimi-

sation condition and the orthogonality condition using the following rules

βk+1 = rkT
rk/(rk−1T

rk−1) if k > 1 else β1 = 0,

pk+1 = rk + βk+1pk. (4.15)

Therefore, the new updates are calculated by finding the magnitude αk+1 of

the direction pk+1 that will improve the solution and decrease the residual as

follows

xk+1 = xk + αk+1pk+1,

rk+1 = rk − αk+1Apk+1, (4.16)

where The required value is found to be αk+1 = rkT
rk/(pk+1T

Apk+1). Note

that every step requires only one matrix vector multiplication and two previous

residuals to compute the updated solution and the current residual. The value

of the current residual actually falls out automatically as a part of the algorithm

without explicitly calculating it.

As a result of the above set of rules, the residuals themselves are also orthogonal

to all the previously calculated residuals

rjT
rk = 0 if j < k. (4.17)

Hence, the residuals form an orthogonal basis for the set [r0 Ar0 . . . Ak−1r0]

which is the space of vectors due to the repeated action of A on a vector r0.

This set is called as the Krylov sub-space and will play an important role in all

the following discussions. The proofs of the above relations are not obvious at

all but they cannot be discussed in detail because they go beyond the scope of

this report. Interested readers can refer to [76, 80].



- 83 -

The above definition is the traditional CG method (first proposed by Hestenes

and Stiefel). An equivalent but more powerful definition is the Lanczos method.

The Lanczos method was developed to calculate the eigenvalues of symmetric

positive definite matrices and works as follows.

It can be seen from eq. 4.15 that the relation between the set of k vectors

Pk = [p1 . . . pk] and the set of k residuals Rk = [r0 . . . rk−1] is

Rk = BkPk, (4.18)

where Bk is a bi-diagonal matrix of elements Bk(i, i) = 1 and Bk(i, i + 1) =

−βi+1. Note that the vectors in Pk are A-orthogonal such that P T
k APk =

diag(piT Api) = DP , a diagonal matrix. Also the vectors in Rk are an orthogonal

basis of the Krylov sub-space such that RT
k Rk = diag(riT ri) = DR. However, it

is more convenient to work with an orthonormal basis, therefore the normalised

vectors Qk = RkD
−1
R will be used instead. Now the product QT

k AQk has a very

significant form

QT
k AQk = D−1

R RT
k A RkD

−1
R = D−1

R BT
k (P T

k APk)Bk D−1
R

= D−1
R (BT

k DP Bk) D−1
R = Tk, (4.19)

where Tk turns out to be a k × k tri-diagonal matrix. Therefore, the action of

the Krylov basis vectors on the matrix A converts it to a tri-diagonal matrix.

This is the Lanczos method.

Several important observations can be made about this transformation. First

of all, all the above derivations (and their proofs) require a symmetric matrix.

Secondly, important eigenvalue information about A is obtained from Tk. The

eigenvalues of Tk are found to be a subset of the eigenvalues of A (unless k = N ,

in which case the eigenvalues of Tk are exactly the eigenvalues of A). However,

the usefulness of this algorithm lies in the fact that as k increases, the extremal

(smallest and largest) eigenvalues of Tk approach the extremal eigenvalues of
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A with greater and greater accuracy. This allows the estimation of many im-

portant properties of the matrix such as condition number and spectral radius

without the prohibitive expense of computing all its eigenvalues.

But what is the speed of the CG for finding the solution of the linear system

Ax = b? It is clear that the CG method can reduce the error components in

the extremal eigenvalues very quickly but how long does it take to reduce the

error in the intermediate eigenvalues? Detailed analyses have shown that the

number of iterations required to reduce the error globally is proportional to
√

κ2(A), where κ2 is the spectral condition number of A. This in fact turns out

to be rather slow even for reasonably well-conditioned problems. In fact, there

were problems reported for which convergence took place only at the last step

k = N .

But suppose instead of Ax = b, an equivalent system K−1Ax = K−1b is solved.

The number of iterations required is now proportional to
√

κ2(K−1A). If the

matrix K is chosen such that it is symmetric and somewhat crudely approx-

imates A, then K−1A ≈ I and its condition number will be much smaller

(< 100). This increases the speed of the conjugate-gradient method consid-

erably and is known as Preconditioning. The Jacobi and SOR-type methods

do not have such an advantage and can only be accelerated up to a limit. The

trade-off is the simplicity because firstly, finding a suitable preconditioner is not

trivial and secondly, a preconditioned-CG type algorithm performs a lot more

computations per iteration than Jacobi and SOR-type methods.

Another point to note is that the mention of an inverse (K−1) is always of some

concern. Can there be any gain from an algorithm that requires an inverse of a

matrix as big as A (even if somewhat simpler)? The answer is that the actual

implementation of a preconditioned method requires only two matrix operations

per iteration — the product v = Ar and the solution of Kw = v. The explicit

inverse of K is never computed.
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Finally, the restrictions on conjugate gradient method are that A must be sym-

metric and well-conditioned (or suitably preconditioned). The matrix also must

be positive-definite otherwise the method breaks down (diagonal entry of Tk be-

comes 0).

4. Generalised Minimal Residual method

Preconditioned CG had much success with solving problems with symmetric

matrices but it cannot be applied to non-symmetric matrices. For this purpose,

many variants of the CG method were developed — namely conjugate gradi-

ent square (CGS) which applies the Lanczos method to AT A and bi-conjugate

gradient method (Bi-CG) which applies the Lanczos method to generate a bi-

orthogonal set of vectors with respect to A and AT . The problem with these

methods is that the residual is not guaranteed to decrease with each iteration

and could oscillate wildly from one iteration to the next, although it would even-

tually decrease. Indeed it has been said that “Bi-CG is not for the faint-hearted”

[81]. In addition, there is the danger of generating a zero or near-zero pivot in

the algorithm which breaks down the method. There can also be instances

when the underlying Lanczos process might break down. Hence stabilisation

methods were developed to handle this problem — namely, Bi-CGSTAB (Bi-CG

stabilised) and Bi-CG with look-ahead (composite step Bi-CG) [82].

For the case of solving the BTE in this work, a different approach was chosen.

It is known as the Generalised Minimal Residual (GMRES) method and was

originally developed by Saad and Schulz [83]. This method is described briefly

here by using the concepts introduced in the previous section. The objective in

GMRES is also to find a set of vectors that form an orthonormal basis for the

Krylov subspace [r0 Ar0 . . . Ak−1r0] which are represented as Vk = [v1 . . . vk].

Every step, therefore, requires one matrix multiplication, similar to CG. Now,

when the transformation using Vk is applied to A, the result is

V T
k+1AVk = H̃k+1, (4.20)
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where H̃k is a (k + 1) × k upper Hessenberg matrix (and not a tridiagonal

matrix). For the purposes of this section and to retain the notation of Saad and

Schulz, H̃k does not refer to the hyperbolic field operator as it does in the rest

of the report. Now, the new update is computed as

xk = x0 + Vkyk, (4.21)

where yk is the least squares solution of H̃k+1 yk = ||r0||e1. This is known as

the Arnoldi method. Again the residual is obtained automatically from

rk = r0 − Vk+1H̃k+1yk. (4.22)

without explicitly computing it. In this case, it is necessary to store all the

vectors in Vk+1 in order to be able to compute the updated solution and residual

at each step. Compare this with CG where only two previous vectors are needed

to do the same. Of course, this significantly increases the memory requirements

of GMRES. Therefore, the most common implementations of GMRES stop after

a number of iterations k = m, construct the most recent update xm and use

it as a first guess to restart the next set of iterations. This is known as the

restarted GMRES(m) method.

The advantage of the GMRES method is that the residual is guaranteed to

decrease with each iteration. Its convergence behaviour is similar to that of

CG. The extremal eigenvalues of H̃k approximate the extremal eigenvalues of A

with greater accuracy as the iterations proceed. The speed at which the residual

decreases also depends on the condition number of A (same as CG). Hence, the

speed of GMRES can be increased considerably by preconditioning. This is

done by transforming the original problem into K−1Ax = K−1b where it is

expected that the eigenvalues of K−1A form a more well-conditioned spectrum

than those of A. In this case, the preconditioner K need not be symmetric

but it must approximate A in some sense. This is not always easy to do but

it must be noted that under the right conditions and the optimal K, GMRES



- 87 -

produces near-constant rate of reduction of the residual with every iteration

and converges in < 50 iterations.

Another advantage is that GMRES is a very robust algorithm; in fact, Saad

and Schulz also prove that GMRES does not break down even when applied to

indefinite matrices. The speed of GMRES is comparable to the many Bi-CG

type methods but its indisputable disadvantage is the memory required to store

m previous residuals, where m is the restart value. In cases where memory is

an issue, it would be more advantageous to use a Bi-CG type method (such as

[82]) which has much lower memory requirements.

This concludes the discussion of iterative methods. In this report, three of the

above mentioned methods are used to solve all the matrix equations, namely, sparse

LU [76], SOR with optimal ω and preconditioned GMRES(m). Sparse LU is used for

small systems of equations arising from the discretisation of drift-diffusion and Poisson

equations (both in 1D and 2D devices). SOR with optimal ω is used for preconditioner

solves. Finally, preconditioned GMRES(m) is used to solve the matrix arising from

the direct discretisation of the BTE. Therefore, it is necessary that the discretisation

of the BTE must be done correctly so that the underlying matrices are diagonally

dominant and positive-definite, and the best performance can be obtained from the

iterative methods.

4.3 Preconditioned GMRES

In this work, preconditioned GMRES(50) was chosen as a matrix solver for the

BTE, where 50 denotes the number of iterations before restart. This section discusses

the memory, speed and performance of this method.

In this work, the GMRES method is implemented in such a way that no memory is

required to store the elements of the matrix itself. This is because they are computed

on the fly whenever they are required in the matrix-vector multiplication step (as

discussed in Section 3.3.2). Hence, the only memory requirement comes from the

maximum number of vectors that need to be stored in order to compute the solution
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update. This is given by the restart value of the GMRES method and is 50, in this

case. Therefore, for a problem size of N ≈ 106, the memory requirement turns out to

be on the order of 0.5 GB, which can be handled easily by modern computers. The

largest problem size considered in this work N = 107 has a memory requirement of

2.2GB, all of which is used only to store the intermediate vectors that are used to

compute the solution update.

The speed of the preconditioned GMRES method, on the other hand, depends

mainly on the type of preconditioner. Significant improvements can be made in

solution speeds simply by choosing the right preconditioner. However, in many areas

of numerical analysis (including this work), the choice of preconditioner is still a

matter of experience and is not an exact science. Hence in this section, four potential

preconditioners are investigated. They are

K = I, unpreconditioned,

K = DA, the diagonal of A,

K = H, only the hyperbolic terms in A and,

K = H − DQ, the hyperbolic terms and the diagonal

of the scattering terms in A. (4.23)

The sample problem chosen for analysis is the same at that described in Sec-

tion 3.3. The sample grid used here is Nx = 140 and Nk = 528 giving a total of

N = 73920 unknowns. The matrix equation is therefore solved with the above four

preconditioners and the speed of solution is plotted as the norms of the residuals ver-

sus iteration in Fig. 4.1. It is seen that the unpreconditioned method is unacceptably

slow whereas the fastest preconditioner (H − DQ) takes only 15 iterations.

This result also makes sense physically because (H−DQ) is, in fact, the relaxation

time approximation to the BTE, where the collision integral is approximated by a

diagonal matrix with energy dependent relaxation times. Hence even though the

relaxation time approximation is not a good method to solve the BTE itself, it makes

an extremely effective preconditioner for solving the BTE.
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Fig. 4.2. Residual versus time for N = 73920 unknowns.

The same residual is plotted versus computation time in Fig. 4.2. The fastest

preconditioner (H−DQ) takes about 50 seconds on a 400 MHz, UltraSparc2. However,

this only shows that the preconditioner (H − DQ) is fast for one particular grid size.

As the grid size is increased (for the same problem), the number of unknowns N

increases and the time for solution also increases. Therefore, the performance of the
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above preconditioner is plotted as the time taken for solution versus N in Fig. 4.3.
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Fig. 4.3. Time for solution versus number of unknowns N for the low-high-low
problem. The numbers on the plot denote the number of iterations

The above figure shows that the performance of the preconditioner (H − DQ)

scales as N1.2. It takes about 35 minutes to solve a problem with N = 106 on a 400

MHz, UltraSparc2. The dashed lines on the plot are used to show that the time taken

for solution for other types of problems could either be higher or lower depending on

their condition number.

The condition number (see Section 4.4) is a very critical issue when solving large

systems of equations. Although the condition number of the discretisation used in this

work cannot be analysed in detailed here, an important observation can still be made.

This is done mainly by looking at the conditioning analysis of the Scharfetter-Gummel

discretisation of drift-diffusion equations (for an excellent treatment see [84]). The

results of that analysis indicate that the condition number of the discretised drift-

diffusion system depends on the type of problem in the following way:

1. At a (p-n) junction with contacts at both sides, the condition number of the dis-

cretised drift-diffusion system is small and nearly constant for moderate doping

and moderate bias.
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2. At a (p-n) junction with contacts at both sides, the condition number of the

discretised drift-diffusion system increases when the doping is high and/or a

large reverse bias is applied.

3. For two back-to-back (p-n) junctions with contact at two sides, the condition

number depends exponentially on the difference between the maximum and

the minimum of the potential profile, exp(e(φmax − φmin)/(kBTL)). This only

happens when the region between the junctions is left floating. Large condition

numbers imply that the discretised drift-diffusion system cannot be solved (even

with Scharfetter Gummel). And even if a solution could be found, the large

round-off errors in its computation would make it meaningless. Physically, this

means that the device is highly unstable and needs to be stabilised by placing

a contact at its floating regions.

Therefore, it is expected that condition number of the discretised BTE will also

depend on the type of problem in the same way. However, due to the lack of a

suitable Scharfetter-Gummel discretisation (in real space) and the presence of detailed

scattering rates that vary over large orders of magnitude, the condition number of

the discretised BTE ends up being larger than that of drift-diffusion for the same

type of problem. Hence, this implies that the the discretisation developed in this

work cannot be used to solve the BTE in devices such as n+-p+ junctions, strongly

reverse-biased junctions and of course, floating regions.

To summarise, in this section, preconditioned GMRES with (H − DQ) as pre-

conditioner was devised to solve the BTE. It was chosen because it was the optimal

combination of speed and memory requirement, and will henceforth be used to solve

the BTE for all the simulations in this report. However, it was also noted that there

are cases where the process of discretisation does not automatically guarantee a so-

lution, particularly those in which the underlying problem is physically ill-posed or

ill-conditioned.
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4.4 Error versus residual

The error and residual are two critical concepts in solving any linear system of

equations. So far, the residual rk = b−Axk has been referred to as a “good” measure

of the distance from the true solution. When the residual is deemed “small” enough,

the iterations can stop. Note that the term “small” is not absolute but refers to the

size of ratio ||rk||/||b||, where the norms can be computed in either the 11, 12 or 1∞

sense.

Here the residuals need to be contrasted with errors. For Jacobi and SOR-type

methods, in which the iteration step can be written as Mxk+1 = Nxk + b, the error

and the residual are closely related

ek+1 = xk+1 − x = M−1N(xk − x) = M−1Nek,

where

rk+1 = b − Axk+1 = NM−1(b − Axk) = NM−1rk. (4.24)

For any general method, the error is related to the residual as follows:

ek = A−1(Ax − Axk) = A−1(b − Axk) = A−1rk, (4.25)

which is difficult to compute because of the presense of the inverse. But this relation

can be used to find bounds on the error by invoking the property of a vector norm

and its sub-ordinate matrix norm ([80] p.166), which gives

1

κ(A)

||rk||
||b|| ≤ ||ek||

||x|| ≤ κ(A)
||rk||
||b|| , (4.26)

where κ(A) is the condition number of a matrix calculated as

κ(A) = ||A|| × ||A−1|| (4.27)

for any choice of matrix norm. It does not matter what norm is used to estimate the

condition number, the condition number behaves consistently in all matrix norms. In

the 2-norm sense, the condition number has a special name, it is called the spectral
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condition number and can also be determined from the eigenvalues of the matrix

AAT ,

κ2(A) =
|λmax(AAT )|1/2

|λmin(AAT )|1/2
. (4.28)

Note that eq. 4.26 is a very important relation which states that if a matrix is

well-conditioned i.e. κ(A) <= 103, then a small residual automatically implies a

small error. But if the condition number is extremely large κ(A) 3 104, then a small

residual is meaningless and it may not be possible to get a solution of the matrix

Ax = b by an iterative method in the first place.

Therefore, the size of the residual is a mathematically reasonable criterion for

determining if an iterative method has reached its solution. But what does the size

of the residual mean in terms of physical quantities such as carrier concentration and

average velocity? This is analysed below.
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Fig. 4.4. Plot of (a) carrier concentration and (b) average velocity at decreasing
values of residual norm for Nx = 140 and Nk = 4160.

Consider the example problem described in Section 3.3 with Nx = 140 and

Nk = 4160. Fig. 4.4 shows the solution for this problem, in terms of carrier con-

centration and average velocity, plotted at three decreasing values of the residual

norm (||rk||/||b||). Here it is seen that the residual is also a good indication of the
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accuracy of the average quantities and hence can be used as a check for convergence.

The conclusion here is that it is acceptable to use the residual as a check for error,

as long as the matrix is well-conditioned. All the above iterative methods work well

only on well-conditioned (or well pre-conditioned) matrices with sparse structure. In

cases of an ill-conditioned matrix, there is no other option but to use a direct method

because direct methods can tolerate larger condition numbers.

4.5 Three types of convergence

In any numerical scheme, there are many different types of convergence that must

be analysed and that can become quite confusing. Therefore, this section lists all the

“convergences” that will be discussed in this report and the context in which they

arise.

1. Iterative solution

When the BTE is discretised (for a given grid spacing), a large matrix equation

is obtained. This system is solved by using an appropriate iterative method and

monitoring the reduction in the residual at each step of the iteration. When

the residual at step k, ||rk||2, falls below a prescribed accuracy ε||b||2 (usually

ε ≈ 10−4 to 10−6), then the iterative method is said to have converged to the

solution.

2. Discretisation error

When the grid spacing in either real space or momentum space or both is

reduced, then the discretised BTE produces an even larger matrix equation.

This matrix equation can be solved by using the same iterative method described

above. Now, if the solution on the new grid does not change appreciably from

that on the old grid, then the it is said to have converged to the true solution

of the BTE.

3. Coupling to Poisson equation

The procedure to couple the transport equation (BTE) self-consistently with

the Poisson equation will be discussed in detail in a later section. Here it
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can be briefly described as follows. Using a given potential profile, the BTE

is solved for carrier concentration in the device. This carrier concentration is

converted into a mathematically equivalent quasi-Fermi level and fed into to

the Poisson solver. The Poisson solver then finds a new potential profile. When

the difference between the old potential profile and the new potential profile is

small, say ||ψnew(x) − ψold(x)||2 ≤ 1 mV, then the BTE-Poisson equations are

said to have converged.

4.6 Summary

To summarise, this chapter presented a brief survey of iterative methods avail-

able to solve large matrix equations. The iterative method used in this work was

described and a suitable preconditioner was chosen in order to obtain fast solution

speeds. Finally the convergence criterion was chosen in terms of the residual, which

is meaningful from both a mathematical and a physical point of view. Finally, the

different contexts of the term “convergence” as used in this work were discussed.

In the next chapter, this method will be applied to solve the BTE self-consistently

with Poisson equation, such that it can be used for actual device simulations.
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5. Device simulations

5.1 Introduction

This chapter describes the application of the numerical technique developed in

this work to device simulation. In order to so, Section 5.2 describes the method used

to solve the BTE self-consistently with the (non-linear) Poisson equation. This must

be done because the carriers move under the influence of the potential (field) and

in turn, they carry charge which changes the potential inside the device. Therefore,

a solution to the transport equation is not complete with being consistent with the

solution of the Poisson equation in the device. The method used here to couple the

BTE-Poisson equations is shown to have smooth and stable convergence, comparable

to drift-diffusion.

Section 5.3 describes the application of this method to study transport in a one-

dimensional 50nm n+-p-n+ diode. It will be compared to the solution from three

macroscopic transport models, drift-diffusion (DD), hydrodynamic (HD), and en-

ergy transport (ET). This study will show that nanoscale devices operate in a quasi-

ballistic regime, where the carriers travel nearly ballistically across a small region

of the channel near the source. Standard macroscopic models fail in these regimes

because they are based on collision-dominated assumptions.

Similarly, Section 5.3 describes the application of this method to study transport

in a two-dimensional 50nm ultra-thin body dual-gate nMOSFET. In this case, the

presence of quasi-ballistic transport in nanoscale transistors can clearly be seen.

Section 5.5 summarises the conclusions of this work.

5.2 Coupling with the Poisson equation

This section describes the the method used to solve the BTE self-consistently with

the Poisson equation. The method used is known as Gummel iteration [42] and it is
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illustrated in Fig. 5.1.

No
StopConverged?

Solve DD
self−consistently

Get potential

Poisson equation
Solve non−linear

according to Fig. 3.6

Solve BTE

Yes

Refine grid

Fig. 5.1. Coupling BTE to Poisson equation.

At any given bias, first the drift-diffusion equation is solved for its self-consistent

potential profile. Using this profile as a starting guess, the BTE is solved for carrier

concentration in the device. This carrier concentration is converted into a mathemat-

ically equivalent quasi-Fermi level and fed into to the non-linear Poisson solver. The

Poisson solver then finds a new potential profile. This entire process is referred to here

as one BTE-Poisson loop. The coupling between the BTE and the Poisson equation

is said to stable if the difference between the old potential profile and the new poten-

tial profile decreases monotonically with each loop for all conditions of bias. This is
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shown in Fig. 5.2 for an example one-dimensional device (described in Section 5.3).
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Fig. 5.2. Correction in the potential profile versus the number of the BTE-Poisson
loop.

Note that the convergence is smooth and stable down to very small errors of 10−5

V, which is comparable to the convergence of self-consistent drift-diffusion simula-

tions. This is unlike Monte Carlo which typically shows noise in its convergence and

finds it difficult to reduce the error below kBTL/e. Also it must be noted here that

every time the loop goes back to solve the BTE, the previous solution of the BTE is

used as starting guess. This reduces the number of iterations required to solve the

BTE in each loop shown in Fig. 5.3 (for the same device). Hence there is a substan-

tial saving in the time taken for self-consistent solutions because the transport (BTE)

step is the most time-consuming step in the loop.
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This analysis shows that the discretisation approach developed in this work is

stable when it is coupled with the Poisson equation and can be used for realistic

device simulations. The following sections describe the application of this method to

solve the BTE in nanoscale 1D and 2D devices.

5.3 Application to one-dimensional devices

This section describes an application of the numerical technique developed in this

work to find the solution of the BTE in a nano-scale one-dimensional device. The

number of unknowns are Nx ≈ 300, Nk = 4160 and N ≈ 1.2 × 106, the memory

requirement is about 0.5 GB and the time taken for one self-consistent solution at

one bias point is about 6–8 hours on a 400 MHz, UltraSparc2.

5.3.1 Objective of the study

It has been demonstrated recently that current-day MOS transistors operate at

roughly 50% of the ballistic limit [85] and that when they are scaled to nanometer

sizes, they can operate at over 80% of the ballistic limit [11]. This is a surprising
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result because carriers in these devices have finite mobilities and low mean free paths.

The reason for this is that there is a critical region of the channel near the source [86]

where the carriers can travel nearly ballistically (i.e. with little scattering). Hence,

this is known as “quasi-ballistic” transport. Although this effect has been studied

before, with approximate solutions to the BTE [39, 57], this work is the first report of

a systematic analysis of quasi-ballistic transport in a realistic one-dimensional device

by solving the BTE without any approximations. The solutions of the BTE are

then compared to those from commonly-used macroscopic transport models and the

solution from the ballistic BTE (with a zero collision term). The aim of this analysis is

two-fold — one, to study the impact of quasi-ballistic transport on the performance of

nano-scale 1D devices and second, to test the validity of commonly-used macroscopic

models in the nanometer regime.

5.3.2 Analysis of a 50nm n+-p-n+ diode

The physical parameters used in the BTE are spherical non-parabolic energy band

and LO and LA scattering mechanisms, as described before. This gives an effective

intrinsic Si low-field mobility of 1350 cm2/V-s. The three macroscopic models used in

this study are drift-diffusion (DD), hydrodynamic (HD), and energy transport (ET)

[87]. All these models are also calibrated to the same low-field mobility, velocity

versus field curve and, in the case of HD and ET, energy versus field curve of bulk Si.

Hence this ensures that all the transport models represent the same same physical

problem but only based on different assumptions. The DD model is solved using the

Scharfetter-Gummel discretisation and the HD and ET models are solved using the

essentially non-oscillatory method [88]. For a given bias, all transport models are also

solved self-consistently with the Poisson equation.

The 1D device used in this study is an n+-p-n+ diode with a 50 nm channel. This

is shown in Fig. 5.4. The doping in this device is ND = 5 × 1018 cm−3 in the source

and drain and NA = 5 × 1016 cm−3 in the channel with a smooth transition at the

junctions.
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Fig. 5.4. Illustration of the n+-p-n+ diode used in this work.

The I-V results of the five transport models are plotted in Fig. 5.5.
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Fig. 5.5. Comparison of I-V from ballistic, BTE, DD, HD and ET simulations of
n+-p-n+ diode.

It is seen that the current from DD is remarkably close to that from the BTE, even

though the DD model is a completely wrong description of transport at these length

scales. The HD model and ET models give higher currents and the ET model is even

higher than the current from the ballistic solution. The reason for this can be seen

from the average carrier velocities inside the device. The average velocity from the
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BTE solution for increasing bias is shown in Fig. 5.6. It shows that although there

is significant velocity overshoot in the channel, the velocity at the source-channel

junction x ≈ 108 nm, approaches the thermal velocity, 1 × 107 cm/s. This is a

characteristic signature of quasi-ballistic (and ballistic transport), as will be seen

below.
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Fig. 5.6. Average velocity from the BTE solution of n+-p-n+ diode at increasing
bias.

The comparison of average velocity from all the five transport models is shown

in Fig. 5.7 for a high value of applied bias 0.6 V. It is seen that the velocity from

DD is highly unphysical because it gets clamped to the saturation velocity inside the

channel. At the source channel junction, the saturation velocity from DD turns out

to be numerically the same as the thermal velocity from the BTE (both ≈ 1 × 107

cm/s in Si). Hence the values of current from DD and BTE turn out be nearly equal.

The HD and ET velocities are higher than the BTE solution. The HD model shows

a spurious velocity overshoot near the drain which is not physical but a mathematical

artifact of the HD equations [89]. ET does not show any spurious effects but it

allows the velocity near the source-channel junction to increase much higher than the

thermal velocity, which is also unphysical. Note that although the ballistic solution
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Fig. 5.7. Comparison of average velocity from ballistic, BTE, DD, HD and ET
simulations of n+-p-n+ diode at high bias.

shows extremely high velocities inside the channel, it still is limited by the thermal

velocity at the source-channel junction.

At this point, it seems to be clear that DD, HD and ET fail to describe the

behaviour of nano-scale devices. The case against DD is obvious but the case against

HD and ET models is not so clear-cut because the parameters in these models are

typically not physical constants and can be “tuned” to match the characteristics of a

wide variety of devices [55, 53]. However, the point of this analysis is not to suggest a

better tuning of parameters but to prove that macroscopic models are fundamentally

incapable of describing ballistic or quasi-ballistic transport.

Hence a better way of examining examining the quasi-ballistic nature of transport

in a device is used here. This is done by plotting the reflection coefficient rc [90] inside

the device. The reflection coefficient is the ratio of the amount of current carried by

the distribution function in the opposite direction of the total current to the amount of

current carried by the distribution function in the same direction as the total current,

rc =
j−

j+
, (5.1)

where the total current is J = j+ − j−. A value of rc close to 1 indicates that the
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negatively and positively directed parts of the distribution functions are nearly sym-

metric. This happens when there is a lot of scattering that drives the the distribution

function towards symmetry in all directions. A value of rc close to 0 indicates that the

negative part of the distribution function is very small compared to the positive part.

This happens under conditions of ballistic or quasi-ballistic transport when there is

not enough scattering and the two parts of the distribution are highly asymmetric.

The reflection coefficient for the above device is plotted in Fig. 5.8 for high bias.

Note that this the same information as that in Fig. 5.6 but just plotted in a different

way.
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Fig. 5.8. Reflection coefficient from the BTE solution of n+-p-n+ diode at high bias.

This figure clearly shows where the least amount of scattering occurs in the device.

It occurs at the source-channel junction where the reflection coefficient is minimum.

This information can only be obtained from the solution of a kinetic model such as

the BTE and cannot be obtained from any macroscopic model such DD, HD and ET.

All macroscopic models combine the two oppositely directed populations of carriers

a priori to compute ensemble averages and often use collision-dominated parameters

such as temperature to simplify their equations. The result is that macroscopic models

lose the fundamental nature of ballistic transport by their very formulation. It must
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be mentioned that although this conclusion is not new and is well-known, this work

is the first conclusive proof that nanoscale devices exhibit quasi-ballistic transport,

whose characteristic signature is a low reflection coefficient. This behaviour simply

cannot be captured by macroscopic models due the limitation of their formulation.

5.4 Application to two-dimensional devices

This section describes an application of the numerical technique developed in this

work to find the solution of the BTE in a nano-scale two-dimensional device. The

BTE can be generalised to 2D in the same way as described in Chapter 3. In this

case, the matrix equation becomes block penta-diagonal instead of block tri-diagonal.

The number of unknowns becomes N = Nx × Ny × Nk, which is typically a very

large number. Therefore, in order to keep the size of the problem small, a ultra-thin

body dual-gate nMOSFET is chosen for the purposes of this study. The number of

unknowns for this device are Nx ≈ 300, Ny ≈ 20, Nk = 2112 and N ≈ 1.2 × 107,

the memory requirement is about 2.2 GB and the time taken for one self-consistent

solution at one bias point is about 12–18 hours on a 400 MHz UltraSparc2.

5.4.1 Objective of the study

The aim of this analysis is two-fold — one, to demonstrate that the technique

generalises straightforwardly to two-dimensions and second, to show that the essential

observations about quasi-ballistic transport in one-dimensional devices also hold for

MOSFETs. A detailed analysis with respect to different transport models is not done

here.

5.4.2 Analysis of a 50nm dual-gate ultra-thin body nMOSFET

The dual gate ultra-thin body nMOSFET used in this study is shown in Fig. 5.9.

The channel length of this device is chosen to be 50 nm with oxide thickness of

tox = 2nm and silicon film thickness of tsi = 10nm. The source and drain doping is

high but the channel is left undoped in order to avoid the effects of dopant fluctuations.

In such a structure, the threshold voltage, is adjusted to 0.3V by using a mid-gap

metal with a suitable work function for the gate. The normal operation of this device
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is with both the gates tied, hence VG1 = VG2 = VG.
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Fig. 5.9. Structure of the dual-gate ultra thin body nMOSFET used in this work. A
typical grid at high bias (VGS = VDS = 0.6V) is shown.

The physical parameters used in the BTE are spherical non-parabolic energy band

and LO and LA scattering mechanisms, as described before. This gives an effective

intrinsic Si low-field mobility of 1350 cm2/V-s. In addition, a complete definition of a

2D device requires a boundary condition on the insulating surface in terms of surface

scattering [91].

Surface mobility can be computed using the set-up shown in Fig. 5.10. Non-self

consistent 2D simulations are done on a 50 nm by 10 nm block of semiconductor with

a left injection boundary, a right absorbing boundary, a reflective lower boundary and

an oxide upper boundary. The oxide boundary condition is specified by a combination

of specular and diffuse surface scattering. The scattering mechanisms inside the slab

are the same as described above. The parallel field inside the block is zero but the

transverse field is in the confining direction and varies from 0 to 1×105 V/cm. Under

these conditions carriers diffuse across the slab from left to right and are absorbed
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in the right contact. The low-field mobility can then be computed from the diffusion

coefficient by using Fick’s Law and the Einstein relation (chapter 9 in [21]).

boundary
injecting absorbing 

boundary
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Fig. 5.10. Set-up used to compute effect of surface scattering on low-field mobility.

The extracted low-field mobility is plotted versus transverse field for different

percentage of diffuse scattering in Fig. 5.11. For the case of the dual-gate MOSFET

in this study, 6% diffusive scattering is chosen similar to previous works [92].
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Fig. 5.11. Surface mobility versus transverse field for different percentage of diffuse
scattering.
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Fig. 5.12 shows the BTE solution of the distribution function inside the device

under high bias VGS = VDS = 0.6 V. The distribution functions shown are at y = 5

nm and at x located in the source, barrier channel and drain respectively.
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Fig. 5.12. Distribution functions for the device in Fig. 5.9 at y = 5 nm and at x
located in the (a) source (b) barrier (c) channel and (d) drain.

Using the above solution, the average velocity inside the device is calculated and

plotted in Fig. 5.13. In this case, only a moderate velocity overshoot is seen at the
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drain end of the channel.
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Fig. 5.13. Average velocity from the BTE solution of the nMOSFET at
VGS = VDS = 0.6V.

Fig. 5.14 shows the same information as that in Figs 5.12 and 5.13, but plotted

in terms of the reflection coefficient inside the device.
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Fig. 5.14. Reflection coefficient and conduction band profile from the BTE solution
of the nMOSFET at VGS = VDS = 0.6V.
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It is observed, as before, that the reflection coefficient is high in the source region

but drops sharply at the source-channel junction. Therefore, this is consistent with

earlier works [93, 94] that present day devices operate at about 50% of the ballistic

limit.

5.5 Summary

This chapter described the application of the numerical technique developed in

this work to device simulation. It first addressed the properties of solving the BTE

self-consistently with the (non-linear) Poisson equation, including stability, overall

convergence of the BTE-Poisson loop and speed. In addition, this chapter also de-

scribed the application of the numerical technique developed in this work, to study

transport in realistic nano-scale devices. Two devices were used in this regard — a

one-dimensional 50nm n+-p-n+ diode and a two-dimensional 50nm ultra-thin body

dual-gate nMOSFET. This study demonstrated that that nanoscale devices operate

in a quasi-ballistic regime, where the carriers travel nearly ballistically across a small

region of the channel near the source. Standard macroscopic models fail in these

regimes because they are based on collision-dominated assumptions.
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6. Conclusion

6.1 Summary

This work described the first direct numerical solution of the BTE for semicon-

ductors that can be used for practical device simulation. This was done by using

powerful mathematical techniques to discretise the BTE in energy and angle with-

out making any approximations about the angular shape of the distribution function

or the collision integral. Such a direct discretisation resulted in a very large matrix

equation,with N = 106–107 unknowns. Therefore, in order to address the need for

efficient and fast solutions, this work also reported the first application of a precon-

ditioned iterative method (GMRES) to the BTE. This method is not only fast (on

the order of N1.2) but also has low memory requirements because it does not require

explicit storage of the matrix elements. The technique developed in this work was

also found to be highly suitable for self-consistent device simulations because it shows

smooth and stable convergence when coupled to the Poisson equation. Finally, this

method was applied to study transport in two representative nanoscale devices — a

one-dimensional 50nm n+-p-n+ diode and a two-dimensional 50nm ultra-thin body

dual-gate nMOSFET. This study demonstrated that that nanoscale devices operate

in a quasi-ballistic regime, where the carriers travel nearly ballistically across a small

region of the channel near the source. Standard macroscopic models fail in these

regimes because they are based on collision-dominated assumptions.

6.2 Future work

Future work that can be done to improve the performance and applicability of

this method is as follows:

1. It was seen that the real space discretisation used in this work had a severe re-

striction on grid spacing (although this restriction could be somewhat relaxed).
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This is because of the lack of a suitable Scharfetter-Gummel type discretisa-

tion for the BTE. This type of discretisation has been very successful in drift-

diffusion equations, allowing large grid spacings and smaller problem sizes and

yet maintaining high accuracy. An equivalent method for the BTE, possibly

along the lines of [95] could prove to be very useful.

2. There is enormous potential to speed up the BTE (matrix) solution step by

application of a suitable parallel algorithm. Note that the iterative step itself

cannot be parallelised because it proceeds in a sequence of steps. But its internal

operations are mainly based on matrix and vector algebra, which can definitely

be parallelised. This can help speed up the transport solution step immensely.

3. This technique can also be extended to other more complex band structures.

However, care must be taken when doing so because, in general, more complex

band structures require a larger number of momentum space elements and hence

imply a larger problem size.
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A. Calibration of the electron density of states, thermal

velocity and thermal energy for spherical non-parabolic

bands

This appendix describes the consequences of using a single non-parabolic energy

band with a conductivity effective mass for describing the electron band-structure

of Si at low energies. There is a trade-off when using a single non-parabolic energy

band structure for electrons in Si because it can accurately model either the ensemble

velocities and energies or the density of states but not both.

The electron band structure of Si, at low energies, consists of six ellipsoids cen-

tered at the X points which respond with different effective masses depending on

their orientation. Their cumulative effect is such that when they are reduced to an

equivalent single non-parabolic band, the ensemble velocities (both thermal and bulk)

depend on a conductivity effective mass m∗
c whereas the density of states depends on

a density of states effective mass m∗
d [71]. These two effective mass are not equal [21]

because

m∗
c =

3m∗
$m

∗
t

m∗
t + 2m∗

$

= 0.258 m0,

m∗
d = 62/3

(

m∗
$m

∗ 2
t

)1/3
= 1.0598 m0, (A.1)

where m∗
$ is the longitudinal effective mass of the ellipsoids, m∗

t is their transverse

effective mass and m0 is the free electron rest mass. Note that the above values of

effective mass apply only to low energies, E < 1.6 eV. At high energies and with

the inclusion of multiple energy bands, the electron band structure of Si itself can no

longer be reproduced by a single non-parabolic band [26]. Also note that the above

values apply to a 3-dimensional band structure only.
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In this work, the conductivity effective mass m∗
c is used for defining a non-parabolic

energy band structure for electrons in Si. This gives the correct values of ensemble

electron velocities and energies but it does not give the correct electron concentration

because the density of states is too low (see Fig. A.1). In order to reconcile this

difference, a correction factor is used for the electron concentrations, as shown below.
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Fig. A.1. Density of states of a single spherical non-parabolic band with
conductivity effective mass and density of states effective mass. Approximate

density of states in full band Monte Carlo calculations is also known.

Suppose the distribution function is at equilibrium, then it is given by

f(k) = exp

(

ψn − Ec

kBTL

)

exp

(

−E(k)

kBTL

)

, (A.2)

where the first exponential is a scaling factor that depends on the electron quasi-fermi

level and the second exponential is a Maxwellian in energy. Note that the Maxwellian

involves information about the band structure because it depends on energy. In the

case of this work, the band structure is

E(k)(1 + αE(k)) =
h̄2k2

2m∗
eff

, (A.3)

where m∗
eff = m∗

c . Now the electron quasi-Fermi level is set at the intrinsic level

Ei = Ec − 0.5615 eV (for discussion of this value please see Chapter 2 of [96] and
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references therein).

It is well-known that the electron concentration from a distribution function at

equilibrium in intrinsic Si is ni = 1.1 × 1010 cm−3 at 300 K. But when the electron

concentration is computed from eq. A.2, the value obtained is

n =
1

4π3

∫

IR3
f(k) dk

=

[

2

(4παkBTL)1/2
exp

(

1

2αkBTL

)

K2

(

1

2αkBTL

)

]

1

4π3

(

2πm∗
ckBTL

h̄2

)3/2

× exp
(

Ei − Ec

kBTL

)

= 1.04907
1

4π3

(

2πm∗
ckBTL

h̄2

)3/2

exp
(

Ei − Ec

kBTL

)

= 1.3 × 109 cm−3, (A.4)

where Kn(x) is a modified Bessel function of the second kind [97]. This is lower than

the expected value 1.1 × 1010 cm−3 by a factor of (m∗
d/m

∗
c)

3/2. Hence in order to

get the correct electron concentration, all computed concentrations in this work are

scaled by a

correction factor =

(

m∗
d

m∗
c

)3/2

. (A.5)

This makes sense because density of states obtained by using a conductivity effective

mass is lower than the actual density of states by the above factor.

However, the thermal velocity obtained from the same distribution function is

vth =
(

2

n

)

1

4π3

∫ π/2

−π/2

∫ 1

−1

∫ ∞

0

1

h̄

∂

∂kx
E(k) f(k) k2dk d sin θ d cosφ

=
(παkBTL)1/2

exp( 1
2αkBTL

)K2(
1

2αkBTL
)

(

2kBTL

πm∗
c

)1/2

= 0.953

(

2kBTL

πm∗
c

)1/2

= 1.036 × 107 cm/s, (A.6)
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which is very close to the correct value of 1.059 × 107 cm/s at 300 K.

Similarly, the thermal energy obtained from the above distribution function is

uth =
(

1

n

)

1

4π3

∫

IR3
E(k) f(k) dk

=
1

3αkBTL





1

4

K−1(
1

2αkBTL
) + 2K1(

1
2αkBTL

) + K3(
1

2αkBTL
)

K2(
1

2αkBTL
)

+ 4αkBTL − 1





×3

2
kBTL,

= 1.031
3

2
kBTL,

= 0.04 eV. (A.7)

This is again close to the correct value of 0.0388 eV at 300 K.

Hence, the use of the conductivity effective mass for defining a non-parabolic

energy band structure for electrons in Si gives the correct values of ensemble electron

velocities and energies. However, it produces lower values of electron concentration

which must be corrected by an appropriate density of states factor.
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B. Computation of discrete ensemble averages

This appendix describes the computation of ensemble averages or “moments”

when the distribution function is discretised under the finite volume scheme.

The moments of a continuous distribution function have already been defined in

properties 11, 12 and 13 of Section 1.2.1. They are the carrier concentration, average

velocity and average energy respectively. Similarly, when the distribution function is

discretised, the corresponding moments can be can be calculated as follows:

1. Carrier concentration

n =
1

4π3

∑

i

(
∫

Ωi

dk
)

f̃i =
1

4π3

∑

i

Ωi f̃i, (B.1)

where the factor Ωi refers to the numerical value of the volume of the momentum

space element i.

2. Average velocity

n〈#v〉 =
1

4π3

∑

i

(
∫

Ωi

1

h̄
#∇kE(k) dk

)

f̃i, (B.2)

where there is no factor of Ωi because it is included in the integral over the

element.

3. Average energy

n〈u〉 =
1

4π3

∑

i

(
∫

Ωi

E(k) dk
)

f̃i. (B.3)
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