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Abstract  
This document introduces basic concepts of data science and machine learning in the context of materials science applications. The focus is on hands-on activities where readers use open, online tools in nanoHUB to explore the concepts being introduced. Topics covered include querying data resources and data organization and preparation. Regression exercises, including neural networks, to predict materials properties from a set of descriptors and a classification exercise designed to predict the crystal structure of elemental metals. The examples are provided as fully contained Jupyter notebooks and state of the art, open software. They are designed to introduce to the main steps in data science workflows and readers can modify or extend them to solve additional problems.

1 Introduction and overview  
As in commerce, entertainment, auto, finance, marketing, and health care data science (DS), including machine learning (ML), is playing an increasingly important role in science and engineering.[1, 2, 3] Materials science is no exception [4, 5, 6]. The goal of DS is to extract actionable information out of data and ML is an important component of it that seeks to find patterns in data to create predictive models. A key feature of DS/ML is that information can be extracted without knowledge of the underlying mechanisms or physics behind the process of interest. This is attractive in many materials applications where only approximate models are known and they lack the accuracy or domain of applicability required. For example, predicting the thermodynamic stability [7, 8] and thermo-mechanical properties of alloys [9, 10], extracting microstructural features from a database of images [11], and developing interatomic potentials for molecular dynamics simulations using extensive databases of \textit{ab initio} calculations [12, 13]. It is important to highlight that it is often the case in materials science that the amount of data is not enough to train physics-agnostic models. Thus, incorporating physics into machine learning models is not only exciting
from a basic science point of view but also of practical importance in many applications[14].

There are many excellent review and introductory articles on data science and machine learning [15], including several with a focus on MSE, see for example Refs. [16, 17]. The goal of this document and the accompanying resources is to complement this existing material with hands-on computational activities using open, online resources. In order to lower the barrier of access to DS/ML tools and jump start hands-on learning, we introduce a set of open, online resources that can be used to explore DS and ML tools to address MSE challenges. Machine Learning for Materials Science (MSEML) is a collection of Jupyter notebooks walk users through the key steps utilized in the majority of DS/ML activities. The tools are open, free of charge, and built on state-of-the-art software and hardware. They are available through the US National Science Foundation’s nanoHUB and the only requirement is a standard web browser, no need to download or install any software.

The MSEML tool, available at https://nanohub.org/resources/mseml, consists of four notebooks that exemplify tasks of increasing complexity. Users actually run the code and can modify it to explore new concepts, test their ideas and use them as a blueprint to solve their own DS/ML problems. The initial steps in DS/ML workflows involve gathering and organizing data, the first notebook in the MSEML series queries data repositories and libraries to gather information and it visualizes it. Once the data is collected and organized it can be used to develop (or train in ML parlance) models, the second and third notebooks exemplify simple linear regression and deep neural networks regressions. Finally, the last notebook in the series exemplifies another important application of ML, classification.

The rest of the article is organized as follows. Section 2 describes the initial steps to acquire, organize and visualize data from online free databases for materials properties. Section 3 explains the linear regression algorithm widely used to model sets of data points. Section 4 builds on that and establishes some concepts of machine learning by adding a neural network that can take several descriptors for more accurate predictions. Section 5 walks through a classification problem in which elements are sorted by their crystallographic structure. Finally, section 6 explores clustering, and how to extract data from unlabeled examples.

## 2 Querying, organizing and visualizing data

The first step in DS/ML workflows is, of course, obtaining the data to be used and its organization in a manner that is suitable for analysis. In some cases all the data of interest is produced in house but it is often the case that models can be improved by including related data available in open or proprietary databases. Partially motivated by this, researchers are increasingly making their data available online via open repositories or libraries, using modern infrastructure to make it discoverable and mineable. Examples of successful open
repositories include the Materials Project[18], the Materials Data Facility [19], NIST, Citrination, AFLOW [20], most of which are complemented by libraries / APIs making them easier to mine.

To exemplify these initial steps the notebook Querying databases, Organizing and Plotting Data extracts data from two popular libraries and plots it. To create a dataset of elemental properties, we use Pymatgen [21] and Mendeleev [22]. Pymatgen (Python Materials Genomics) is an open-source, robust and well-documented library used for materials analysis, and is one of the codes powering the Materials Project. Mendeleev is a Python API linked to a database of atomic properties. These properties were obtained for a subset of elements and chosen to explore correlations between them and develop models to predict various properties.

Python offers great flexibility on how to store, sort and organize data with structures such as tuples, lists, arrays and libraries such as Pandas https://pandas.pydata.org/ enable additional functionalities. Pandas is a python package created to provide users with flexible 2D structures that allow for easy indexing, sorting, data manipulation and data analysis. Each index represents an instance of a data point, complete with all its attributes. Pandas dataframes are utilized in the second notebook within MSEML that will be introduced next. This would be a good time for readers to launch the first notebook and run the first few cells up to the point where the first plot is created. Remember to hit Shift-Enter (or click on the top menu) to run each cell and to read the comments.

Python offers several visualization tools like Matplotlib[23] and Plotly[24] that are versatile and highly customizable and extensively by researchers. Matplotlib allows for a high degree of customization of the plots, while Plotly allows for interactive high-quality plots to explore correlations in data. The first notebook in MSEML introduced Plotly and subsequent notebooks incorporate Matplotlib.

It is often the case that the raw data must be pre-processed and enhanced prior to being used to generate any kind of prediction. Models are susceptible to differences in the magnitudes of the descriptors that sway the fitted mathematical model to better adjust for greater quantities.

2.1 Suggested activities

The notebook includes several suggested activities, readers are encouraged to perform them as they will help with the activities in the following sections.

3 Supervised learning: linear regression

Regression is a statistical method to find relationships between variables and linear regression is its simplest manifestation. The notebook Linear Regression to predict material properties finds the relationship between the Young’s
modulus and melting temperature for various metallic elements using a standard least-squares linear regression implementation within the scikit-learn[25] library.

This example uses a least-squares regression where the optimal function minimizes the sum of the squares of the difference between the predicted and actual values:

\[
\sum_{i} (f(x_i) - y_i)^2
\]  

where \( y_i \) is the output corresponding to the input \( x_i \). The excellent review by Mueller et al. is recommended for anyone interested in further exploring regression. In linear regression the optimal slope \( m \) and a intercept \( b \) are obtained as follows:

\[
m = \frac{N \cdot \sum(xy) - \sum(x) \cdot \sum(y)}{N \cdot \sum(x^2) - \sum(x)^2}
\]

\[
b = \frac{\sum(y) - m \cdot \sum(x)}{N}
\]

where \( N \) is the number of data points.

Establishing models for materials properties with linear regression presupposes that a relationship between the independent variables exists and that the model can span the entire range of the inputs.[26]

3.1 Suggested activities

Readers can modify the Linear Regression notebook to explore correlations between all the possible pairs of properties from the queried databases. A suggested activity is to find the pair of properties that shows the strongest linear. Both being dominated by interatomic bonding, one could intuitively expect correlation between melting temperature and stiffness. However, it is interesting to explore possible correlations between seemingly different properties.

A function provided within the notebook allows for easy generation of comparison plots between properties and provides the user with the values for the sum of the residual error and the equation of the best fit we discussed prior.

4 Supervised learning: neural network regression

Section 3 showed that there are important correlations between materials properties. For example, materials with high melting temperatures tend to be stiffer (i.e. have a higher Young’s modulus). At the same time, there is significant spread in the data around the linear model developed. Consequently, if one is interested in predicting the stiffness of a metal of known melting temperature, one would make, in average, quite a large error. In this next exercise, we explore
more flexible models capable of predicting materials properties, specifically we will use neural networks to predict the Young’s modulus of the elemental materials above from a variety of descriptors, including periodic table data and other properties. This is done in the third Notebook in MSEML: Neural Network Regression to predict material properties.

Neural networks and deep neural networks are very popular models in machine learning because they are universal approximators, i.e., in principle, they can describe any continuous function between inputs and outputs [27]. It is important to note that often the size of the network required for a given problem is known a priori, nor how the ideal network parameters can be learned. A neural network is a group of interconnected artificial neurons that relate inputs (in our case the descriptors of the materials of interest) to one or multiple outputs (in our case the Young’s modulus). Each neuron performs a very simple task, it takes one of more inputs and produces a single output that is communicated to one or multiple neurons or represents an output of the network. Adjustable weights control the strength of the connection between neurons and each neuron adds all its inputs and an activation functions relate this total input to the output. To learn more about artificial networks see Ref. [28] and references therein.

Just as before, the first few cells of the notebook retrieve data from Mendeleev and Pymatgen and organize into a Pandas dataframe. Following that, the data is shuffled and divided into training and testing sets, the testing data will not be used to train the models. The input and output data is then centered and normalized, this is important as different categories of input data can have vastly different and unit dependent values (e.g. atomic mass and melting temperature). At this point readers an encouraged to run Steps 1 and 2 of the network.

Once the data is prepared, step 3 in the notebook creates of a feed-forward network. Keras makes it very easy to build such model, for each layer we specify how many neurons we want, their activation functions and its initial weights. The first layer also determines the size of the input space. We use the Rectified Linear Unit (ReLU) activation but this can be changed to many other options, see https://keras.io/activations/. Readers should create the network and explore the summary description.

After creating the desired network, we are ready to train it with the data at hand. As we setup the training we specify a validation split of 0.1. This means that the training data will be further divided, 90% of the data will be used for training and the rest will be used for validation; this validation set is important during training to assess and avoid overfitting. We also specify the number of epochs (iterations over all samples) that will be used during training, where weights are adjusted with forward and backpropagation. In the default example, the training is performed for a fixed number of epochs as opposed to monitoring for the error in the validation set, which is left as a exercise for the reader. Finally, the model is evaluated on the testing set and the predictions of the model are plotted vs. the actual values.
4.1 Suggested activities

1. After setting up the network we print a summary of the network with information about each layer. Explain the number of adjustable parameters in each layer.

2. Modify the network to use the error in the validation set as the stopping criterion. See https://keras.io/callbacks/#earlystopping.

3. Train the network using only atomic properties as descriptors (i.e. no information about the solid) and characterize the RMS error. Then, add properties such as melting temperature and cohesive energy that provide information about the solid; this can be though of as adding physics to the network as one can expect these properties to correlate better with the Young’s modulus. Train the network with the additional descriptors and compare the accuracy of the models.

4. Develop a model for melting temperature instead of Young’s modulus.

5 Supervised learning: classification

Some of the earliest and most popular examples of machine learning involved image recognition tasks, starting from the classic examples of classifying handwritten digits [29] to classifying millions of images across different objects using specialized neural network architectures such as Convolutional Neural Networks [30]. In the materials domain, classification is used, for instance, to predict crystal structures alloys with novel compositions [31, 32, 33]. As an introductory example, we developed a Jupyter notebook, *Neural Network Classification to predict crystal structures*, that mines the Pymatgen and Mendeleev databases for single element properties and train a standard feedforward neural network to predict the ground state crystal structures of these elements.

As discussed above, the first step is to extract features from the database of material properties. In this case, we directly use properties present in the database, such as atomic radius, lattice constant, heat of formation etc. as features, or descriptors, of our single element. As will be discussed in the Suggested activities, one could pre-process the data using methods such as principal component analysis (PCA) or Pearson/Spearman correlations to perform feature reduction and identify a minimal set of descriptors required to identify the correct crystal structure.

The descriptors for each element are organized into a Pandas dataframe, along with the corresponding crystal structure labels (FCC, BCC or HCP) from the database, to form our training set containing 47 training examples. We then use the Keras sequential model API to define a simple, densely connected, feedforward neural network with one hidden layer of 16 neurons. The output layer consists of 3 neurons, the values of which will determine the probability associated with that crystal structure. Finally, the crystal structure with the maximum probability is reported as the network’s predicted crystal structure.
At this point, readers are encouraged to run the notebook up to the definition of the neural network.

A key distinction in using neural networks for classification as opposed to regression is the use of a 'softmax' activation function for the output layer as opposed to a linear activation. The reason is that while a regression task requires the prediction of a continuous, unbounded value (only possible with a linear activation function since other activation functions restrict the output range), a 'softmax' activation function returns values that are always between 0 and 1, such that the n outputs of the layer always add to 1, thus allowing us to interpret these values as probabilities.

The other distinction in training neural networks to perform classification is to use an appropriate error metric, typically a classification accuracy, as opposed to a mean-squared error metric typically used for regression.

\[
\text{Accuracy} = \frac{\text{Number of correct predictions}}{\text{Number of total predictions}}
\]

In conjunction, the objective function used to train the network is now a 'categorical cross-entropy' function.

\[
\text{Cross-Entropy Loss} = \sum_{i=1}^{C} y'_i \log(y_i)
\]

\[
y_i = \frac{\exp(x_i)}{\sum_{j=1}^{C} \exp(x_j)}
\]

where \(C\) is the number of categories and \(y'_i\) is the true probability of that category.

In our case, this simple network can predict the crystal structures of single elements (either FCC, BCC or HCP) with \(~90\%\) accuracy on the training set and \(~70\%\) accuracy on the test set. For other crystal structures or multi-component alloys, we refer to the literature above as starting points for training your own models.

### 5.1 Suggested activities

In our simple example to predict single element, ground state crystal structures, we use 18 features including features you would expect to be highly correlated, such as evaporation heat and melting / boiling point, as well as features that would generally be uncorrelated, such as electrical resistivity and melting point. To explore this, you can use the Pearson or Spearman correlation functions from Scipy and remove features that show high correlations with other features. Alternately, you could use a Principal Component Analysis (PCA) decomposition from scikit-learn of the feature space, generating a smaller set of equivalent features that explain a large fraction of the data (note that our small dataset might result in some artificial correlations, but the techniques hold good in general).
Algorithms such as decision trees or random forests (collection of decision trees) inherently rank features according to their importance in classifying accurately. Once again, you could use the scikit-learn package to fit a random forest model on the raw dataset, observing which features were learnt to have high importance, and maybe even compare them to the ones you manually selected from the correlation coefficients, or the ones chosen by a PCA technique.

Neural networks and decision trees can be prone to overfitting, particularly for small datasets such as ours. You could use Support Vector Machines (SVMs), another widely used classification technique, to alleviate this problem. Scikit-learn again provides a useful comparison of various classifiers, including SVMs, with starter code.

6 Unsupervised learning

Coming soon.

7 Conclusions

Data science and machine learning are becoming central tools in science and engineering; this document introduced a set of online tools designed to introduce some of the basic concepts in the field with examples of interest in the field of materials. The goal is to jump start learning with hands-on activities that readers can run, modify and extend using a standard web browser. We believe that sharing examples via nanoHUB is a powerful avenue to train undergraduate and graduate students as well as working professionals. We encourage readers with interesting modifications or extensions of these tools or authors of completely independent notebooks to share their work with their comity by publish their own tools in nanoHUB. The process of publication is very simple and most steps are automated, see https://nanohub.org/wphypublish/ and all nanoHUB tools receive a unique digital object identifier and are indexed by Web of Science and Google Scholar.
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