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Today’s Agenda

We have studied
Part 1: Basic learning pipeline
Part 2: Algorithms
Part 3: Learning theory

Now, we want to study the robustness of learning algorithms
Robustness = easiness to fail when input is perturbed. Perturbation
can be in any kind.
Robust machine learning is a very rich topic.
In the past, we have robust SVM, robust kernel regression, robust
PCA, etc.
More recently, we have transfer learning etc.
In this course, we will look at something very narrow, called
adversarial robustness.
That is, robustness against attacks.
Adversarial attack is a very hot topic, as of today.
We should not over-emphasize its importance. There are many other
important problems.
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Outline

Lecture 33 Overview

Lecture 34 Min-distance attack

Lecture 35 Max-loss attack and regularized attack

Today’s Lecture

What are adversarial attacks?

The surprising findings by Szegedy (2013) and Goodfellow (2014)
Examples of attacks
Physical attacks

Basic terminologies

Defining attack
Multi-class problem
Three forms of attack
Objective function and constraint sets
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A Report in 2017
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Adversarial Attack Example: FGSM

It is not difficult to fool a classifier

The perturbation could be perceptually not noticeable

Goodfellow et al. “Explaining and Harnessing Adversarial Examples”,
https://arxiv.org/pdf/1412.6572.pdf
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Adversarial Attack Example: Szegedy’s 2013 Paper

This paper actually appears one year before Goodfellow’s 2014 paper.

Szegedy et al. Intriguing properties of neural networks
https://arxiv.org/abs/1312.6199
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Adversarial Attack: Targeted Attack

Targeted Attack

Adversarial Examples Detection in Deep Networks with Convolutional Filter Statistics,
https://arxiv.org/abs/1612.07767
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Adversarial Attack Example: One Pixel

One-pixel Attack

One pixel attack for fooling deep neural networks https://arxiv.org/abs/1710.08864
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Adversarial Attack Example: Patch

Adding a patch

LaVAN: Localized and Visible Adversarial Noise, https://arxiv.org/abs/1801.02608
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Adversarial Attack Example: Stop Sign

The Michigan / Berkeley Stop Sign

Robust Physical-World Attacks on Deep Learning Models
https://arxiv.org/abs/1707.08945
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Adversarial Attack Example: Turtle

The MIT 3D Turtle

Synthesizing Robust Adversarial Examples
https://arxiv.org/pdf/1707.07397.pdf
https://www.youtube.com/watch?v=YXy6oX1iNoA
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Adversarial Attack Example: Toaster

Google Toaster

Adversarial Patch
https://arxiv.org/abs/1712.09665
https://www.youtube.com/watch?v=i1sp4X57TL4
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Adversarial Attack Example: Glass

CMU Glass

Accessorize to a Crime: Real and Stealthy Attacks on State-of-the-Art Face Recognition
https://www.cs.cmu.edu/~sbhagava/papers/face-rec-ccs16.pdf

https://www.archive.ece.cmu.edu/~lbauer/proj/advml.php

https://www.cs.cmu.edu/~sbhagava/papers/face-rec-ccs16.pdf
https://www.archive.ece.cmu.edu/~lbauer/proj/advml.php
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Adversarial Attack: A Survey in 2017

Adversarial Examples: Attacks and Defenses for Deep Learning
https://arxiv.org/abs/1712.07107




