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Data science for Materials Science & Engineering

Supervised Learning: Neural Networks

Saaketh Desai and Alejandro Strachan
desai61@purdue.edu || strachan@purdue.edu

School of Materials Engineering & Network for Computational Nanotechnology
Purdue University

West Lafayette, Indiana USA

In this module
• Introduction to neural networks for materials science 

• Hands on tutorial using nanoHUB: neural networks for XX (this file)
• Hands on tutorial using nanoHUB: neural networks for XX

• Homework assignments

mailto:desai61@purdue.edu
mailto:strachan@purdue.edu


Learning objectives and prerequisites
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After completing this lecture you will:

• Be able to create and train a neural network
• Be able to define objective functions for regression and classification tasks
• Know how to determine overfitting and underfitting in training neural networks

Pre-requisites:
• Basic Python programming
• Querying materials repositories
• Linear regression



Launching a Jupyter tool in nanoHUB
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From your browser go to link: https://nanohub.org/tools/mseml/

Click on Launch Tool to begin

Machine Learning for Materials Science: Part 1

https://nanohub.org/tools/mseml/


Step 1: Landing Page – Notebook: Neural Network Regression
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Navigate to the third link
in the landing page to
access the notebook



Step 2: Let’s get some data
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Use Keras to train neural networks

Query Pymatgen and Mendeleev for 
atomic number, melting point etc.

Organize data into a Pandas Dataframe

Keras: https://keras.io/

Pandas: https://pandas.pydata.org/

https://keras.io/
https://pandas.pydata.org/


Step 3: Preprocess data and create network
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Divide data into training and testing sets

Standard Score normalization

Define a model with two hidden layers 
and an output layer: Uncomment the 
line to add a third hidden layer
Loss function: Mean absolute error

32 = # of neurons
Activation = activation function
https://en.wikipedia.org/wiki/Activation_function

https://en.wikipedia.org/wiki/Activation_function


Step 4: Train and evaluate network
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model.fit(…) trains the network

Plot training loss

model.evaluate(…) evaluates the network

model.predict(…) makes 
predictions for a given dataset

Validation loss can be 
monitored to prevent overfitting 



Step 4: Train and evaluate network
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Plot results
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Testing
Training
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