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Machine learning models and their applications 

Machine learned models excel when data is plentiful 

Krizhevsky et al., Advances in neural 

information processing systems, (2012) 

Taken from wired.com 
Taken from businessinsider.com 

https://www.wired.com/story/can-bots-outwit-humans-in-one-of-the-biggest-esports-games/
https://www.businessinsider.com/googles-translations-are-near-human-level-because-of-machine-learning-2016-9
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Encoding neural networks for genetic algorithms 

act: {linear, squared, tanh, relu, …} 

{Wij}: {0, 1, ½, 2, …, trainable} 

Individual 

[1,0,1,2,…, 2] 

𝐹 = 𝑓1 𝐸𝑡𝑒𝑠𝑡 + 𝑝 𝛴𝑖=1
na 𝑤𝑖

2 + 𝛴𝑗=1
nw  𝑓2 𝑤𝑗   

error on 
data 

simple 
activations 

weight 
penalty 

parsimony 
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linear: 0 

relu: 1 

tanh: 2 

0: 0 

1, ½ , 2: 1 

trainable: 2 

fitness 

Keras 

error on 
data 

fitness 

Couple neural networks with genetic algorithms to balance interpretability and accuracy 
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How to train a PNN? 

gen0 

gen1 

genN 

Fittest 

individual 

fitness based selection crossovers/mutations 

Interpretable 

equation 
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Genetic operations on neural networks 

1 0 2 1 1 2 2 1 2 

0 0 1 1 2 1 1 2 0 

Crossover 

1 0 2 1 1 2 2 1 2 

Mutation 

1 0 2 1 1 2 2 1 2 

0 0 1 1 1 2 2 1 0 

1 0 0 1 1 2 2 0 2 
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Parsimonious neural networks – melting point 

𝑇𝑚
𝑙𝑖𝑛𝑑 =

4𝜋2

9ℎ2
𝑓2 𝑎2 𝑚 𝑇𝐷

2
 

mean 
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temperature interatomic 

spacing 

fitting 

constant 

Poirier J., Physics of the earth 
and planetary interiors (1989) 

Can PNNs learn improved descriptions of melting from data? 

Lindemann law developed in 1910 

Can we predict the melting temp based on fundamental inputs? 
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Dimensional analysis on inputs 

𝑣𝑠 =  
𝐺
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𝜃0 =
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𝑘𝑏𝑎
 𝜃1 =

ℏ2

𝑚𝑎2𝑘𝑏
 𝜃2 =

𝑎3𝐺

𝑘𝑏
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ℏ
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=

𝜃1
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𝑎4𝐺

ℏ𝑣𝑚
=

𝜃2
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𝜃3
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Dimensionless inputs act: {linear, multiply, squared, tanh, …} 

{Wij}: {0, 1, …, trainable} 
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Launching the nanoHUB tool 

From your browser go to link: https://nanohub.org/tools/pnndemo/ 

Click on Launch Tool to begin 

Parsimonious neural networks 

https://nanohub.org/tools/pnndemo/
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Discovering melting point laws 

Parsimonious neural networks learn non-linear interpretable laws 

𝑇𝑚
𝑃𝑁𝑁 𝐴 = 21.8671 𝜃0 𝑇𝑚

𝑙𝑖𝑛𝑑 =
𝑘𝑏

9ℏ2 𝑓2𝑎2𝑚𝑇𝐷
2 = 𝐶

𝜃0
2

𝜃1
 

𝑇𝑚
𝑃𝑁𝑁 𝐵 = 17.553 𝜃0 + 0.00198 𝜃2 𝑇𝑚

𝑃𝑁𝑁 𝐶 = 11.903 𝜃0 + 0.0005 𝜃3 + 0.008
 𝜃0

2

𝜃1
 

Melting temperature models 
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Discovering integration schemes from data 

𝑥 𝑡 + 𝛥𝑡 = 𝑥 𝑡 + 1.0001 𝑣 𝑡 ∆𝑡 + 0.9997 
1

2
𝑓 𝑥 𝑡 + 𝑣 𝑡

𝛥𝑡

2

∆𝑡2

𝑚
 

𝑣 𝑡 + Δ𝑡 = 𝑣 𝑡 + 0.9997𝑓 𝑥 𝑡 + 𝑣 𝑡
∆𝑡

2

∆𝑡

𝑚
 

Parsimonious neural networks learn underlying physics directly from data 

Position Verlet integration scheme 


